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Overview

1. How can I use BERT (RoBERTa, XLNet, ELECTRA, . . . )?

2. Tension: we’ve been developing static representations,
whereas BERT delivers contextual representations.

3. Are there good methods for deriving static
representations from contextual ones?

4. Yes! Bommasani et al. (2020)!

5. This lecture:
É Hands-on, high-level overview of these models. (We
will analyze them in detail later in the quarter.)

É Overview of the methods of Bommasani et al.
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The structure of BERT

[CLS] the day broke [SEP]

Embedding

Layer 1

Layer 2

Layer 3

Layer 4

[CLS] broke the vase [SEP]

• The rectangles are vectors: the outputs of each layer of the network.

• Different sequences deliver different vectors for the same token, even in the
embedding layer if the positions vary.
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Tokenization iQF2MBxBM;

J�`+? ke- kyky

(R), 7`QK i`�Mb7Q`K2`b BKTQ`i "2`ihQF2MBx2`

(k), iQF2MBx2` 4 "2`ihQF2MBx2`X7`QKnT`2i`�BM2/U^#2`i@#�b2@+�b2/^V

(j), iQF2MBx2`XiQF2MBx2U]h?Bb BbM^i iQQ bm`T`BbBM;X]V

(j), (^h?Bb^- ^BbM^- ]^]- ^i^- ^iQQ^- ^bm`T`BbBM;^- ^X^)

(9), iQF2MBx2`XiQF2MBx2U]1M+Q/2 K25]V

(9), (^1M^- ^OO+Q/2^- ^K2^- ^5^)

(8), iQF2MBx2`XiQF2MBx2U]aMm77H2mT�;mb\]V

(8), (^a^- ^OOMm^- ^OO77H2^- ^OOmT^- ^OO�;m^- ^OOb^- ^\^)

(e), iQF2MBx2`XpQ+�#nbBx2

(e), k3NNe

R
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Basic Hugging Face interfaces
lMiBiH2/

J�`+? ke- kykR

(R), BKTQ`i iQ`+?
7`QK i`�Mb7Q`K2`b BKTQ`i "2`iJQ/2H- "2`ihQF2MBx2`

(k), #2`inr2B;?ibnM�K2 4 ^#2`i@#�b2@+�b2/^

(j), iQF2MBx2` 4 "2`ihQF2MBx2`X7`QKnT`2i`�BM2/U#2`inr2B;?ibnM�K2V

(9), KQ/2H 4 "2`iJQ/2HX7`QKnT`2i`�BM2/U#2`inr2B;?ibnM�K2V

(8), 2t 4 iQF2MBx2`X2M+Q/2U
]i?2 /�v #`QF2]-
�//nbT2+B�HniQF2Mb4h`m2-
`2im`Mni2MbQ`b4^Ti^V

2t

(8), i2MbQ`U(( RyR- RRyj- Rk38- kdN8- Ryk))V

(e), rBi? iQ`+?XMQn;`�/UV,
`2Tb 4 KQ/2HU2t- QmiTmin?B//2Mnbi�i2b4h`m2V

(d), O 1K#2//BM; �M/ i?2M Rk H�v2`b,
H2MU`2TbX?B//2Mnbi�i2bV

(d), Rj

(3), O 1K#2//BM;, #�i+? Q7 R 2t�KTH2- 8 iQF2Mb- 2�+? `2T`2b2Mi2/
O #v � p2+iQ` Q7 /BK2MbBQM de3,
`2TbX?B//2Mnbi�i2b(y)Xb?�T2

(3), iQ`+?XaBx2U(R- 8- de3)V

(N), O 6BM�H QmiTmi H�v2`,
`2TbX?B//2Mnbi�i2b(@R)Xb?�T2

(N), iQ`+?XaBx2U(R- 8- de3)V

R
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The Decontextualized approach

kit ##ten

meanmax

last

Very simple! Potentially unnatural, though.

6 /9



Overview The structure of BERT Tokenization Interfaces The Decontextualized approach The Aggregated approach A few results

The Aggregated approach

Process lots of corpus examples containing the target word:

1. The kit ##ten yawned.

2. Where is my kit ##ten ?

3. A kit ##ten is a young cat.

4. The puppy and the kit ##ten are playing.
5. . . .

Pool sub-word tokens and pool the different contextuals reps.
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A few results from Bommasani et al. (2020)

S
p
ea

rm
an

co
rr
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at
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n

Layer f : subword pooling
g: context pooling
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