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Hand-built feature ideas

1. Word overlap

2. Word cross-product

3. Additional WordNet relations

4. Edit distance

5. Word differences (cf. word overlap)

6. Alignment-based features

7. Negation

8. Quantifier relations (e.g., every À some; see MacCartney
and Manning 2009)

9. Named entity features
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Code: Distributed representations as features

MHBn+Q/2ydnbQHp2/

J�`+? kk- kyky

(R), BKTQ`i MmKTv �b MT
BKTQ`i Qb
7`QK bFH2�`MXHBM2�`nKQ/2H BKTQ`i GQ;BbiB+_2;`2bbBQM
BKTQ`i MHB- miBHb

(k), aLGAn>PJ1 4 QbXT�i?XDQBMU]/�i�]- ]MHB/�i�]- ]bMHBnRXy]V
:GPo1n>PJ1 4 QbXT�i?XDQBMU^/�i�^- ^;HQp2Xe"^V

(j), ;HQp2nHQQFmT 4 miBHbX;HQp2k/B+iU
QbXT�i?XDQBMU:GPo1n>PJ1- ^;HQp2Xe"X8y/Xiti^VV

(9), /27 n;2ini`22np2+bUi`22- HQQFmT- MTn7mM+V,
�HHp2+b 4 MTX�``�vU(HQQFmT(r) 7Q` r BM i`22XH2�p2bUV B7 r BM HQQFmT)V
B7 H2MU�HHp2+bV 44 y,

/BK 4 H2MUM2tiUBi2`UHQQFmTXp�Hm2bUVVVV
72�ib 4 MTXx2`QbU/BKV

2Hb2,
72�ib 4 MTn7mM+U�HHp2+b- �tBb4yV

`2im`M 72�ib

(8), /27 ;HQp2nH2�p2bnT?BUiR- ik- MTn7mM+4MTXbmKV,
T`2Knp2+b 4 n;2ini`22np2+bUiR- ;HQp2nHQQFmT- MTn7mM+V
?vTnp2+b 4 n;2ini`22np2+bUik- ;HQp2nHQQFmT- MTn7mM+V
`2im`M MTX+QM+�i2M�i2UUT`2Knp2+b- ?vTnp2+bVV

(e), /27 ;HQp2nH2�p2bnbmKnT?BUiR- ikV,
`2im`M ;HQp2nH2�p2bnT?BUiR- ik- MTn7mM+4MTXbmKV

( ),

( ),

( ),

( ),

( ),

R
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Code: Distributed representations as features

( ),

( ),

( ),

( ),

( ),

( ),

(d), /27 7BinbQ7iK�tUs- vV,
KQ/ 4 GQ;BbiB+_2;`2bbBQMU

7BinBMi2`+2Ti4h`m2- bQHp2`4^HB#HBM2�`^- KmHiBn+H�bb4^�miQ^V
KQ/X7BiUs- vV
`2im`M KQ/

(3), ;HQp2nbmKn2tT2`BK2Mi 4 MHBX2tT2`BK2MiU
MHBXaLGAh`�BM_2�/2`UaLGAn>PJ1V-
;HQp2nH2�p2bnbmKnT?B-
7BinbQ7iK�t-
�bb2bbn`2�/2`4MHBXaLGA.2p_2�/2`UaLGAn>PJ1V-
p2+iQ`Bx246�Hb2V O q2 �H`2�/v ?�p2 p2+iQ`b5

T`2+BbBQM `2+�HH 7R@b+Q`2 bmTTQ`i

+QMi`�/B+iBQM yX8y8 yX9de yX9Ny jkd3
2Mi�BHK2Mi yX8yy yX8eR yX8kN jjkN

M2mi`�H yX89N yX8Rj yX8jy jkj8

KB+`Q �p; yX8Rd yX8Rd yX8Rd N39k
K�+`Q �p; yX8R3 yX8Re yX8Re N39k

r2B;?i2/ �p; yX8R3 yX8Rd yX8Re N39k

k
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Rationale for sentence-encoding models

1. Encoding the premise and hypothesis separately might
give the model a chance to find rich abstract
relationships between them.

2. Sentence-level encoding could facilitate transfer to other
tasks (Dagan et al.’s (2006) vision).
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Sentence-encoding RNNs
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PyTorch strategy: Sentence-encoding RNNs
The full implementation is in nli_02_models.ipynb.

TorchRNNSentenceEncoderDataset
This is conceptually a list of pairs of sequences, each with
their lengths, and a label vector:
�

�

[every,dog,danced], [every,poodle,moved]
�

, (3,3),entailment

�

TorchRNNSentenceEncoderClassifierModel
This is concetually a premise RNN and a hypothesis RNN. The
forward method uses them to process the two parts of the
example, concatenate the outputs of those passes, and feed
them into a classifier.

TorchRNNSentenceEncoderClassifier
This is basically unchanged from its super class
TorchRNNClassifier, except the predict_proba method
needs to deal with the new example format.
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Sentence-encoding TreeNNs
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Chained models
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Simple RNN

Whh WhhWhh Whh
Whh Whh

Why

Wxh Wxh Wxh WxhWxh Wxh

every dog danced every poodle moved

x3 x2 x1 x3 x5 x4

h1 h2 h3 h4 h5 h6

y

h0

Recurrent architectures: simple classifiers
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Rationale for chained models

1. The premise truly establishes the context for the
hypothesis.

2. Might be seen as corresponding to a real processing
model.
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Code snippet: Simple RNN
MHBn+Q/2y3nbQHp2/

J�`+? kk- kyky

(R), BKTQ`i Qb
7`QK iQ`+?n`MMn+H�bbB7B2` BKTQ`i hQ`+?_LL*H�bbB7B2`
BKTQ`i MHB- miBHb

(k), aLGAn>PJ1 4 QbXT�i?XDQBMU]/�i�]- ]MHB/�i�]- ]bMHBnRXy]V

(j), /27 bBKTH2n+?�BM2/n`2Tn`MMnT?BUiR- ikV,
`2im`M iRXH2�p2bUV Y (](a1S)]) Y ikXH2�p2bUV

(9), /27 7BinbBKTH2n+?�BM2/n`MMUs- vV,
pQ+�# 4 miBHbX;2inpQ+�#Us- MnrQ`/b4RyyyyV
pQ+�#X�TT2M/U](a1S)]V
KQ/ 4 hQ`+?_LL*H�bbB7B2`UpQ+�#- ?B//2Mn/BK48y- K�tnBi2`48yV
KQ/X7BiUs- vV
`2im`M KQ/

(8), bBKTH2n+?�BM2/n`MMn2tT2`BK2Mi 4 MHBX2tT2`BK2MiU
MHBXaLGAh`�BM_2�/2`UaLGAn>PJ1- b�KTnT2`+2Mi�;24yXRyV-
bBKTH2n+?�BM2/n`2Tn`MMnT?B-
7BinbBKTH2n+?�BM2/n`MM-
p2+iQ`Bx246�Hb2V

6BMBb?2/ 2TQ+? 8y Q7 8yc 2``Q` Bb kXy8Rykkk8yky8kd39

T`2+BbBQM `2+�HH 7R@b+Q`2 bmTTQ`i

+QMi`�/B+iBQM yX88j yX8e9 yX88N 89kj
2Mi�BHK2Mi yX83e yX8Ny yX833 8888

M2mi`�H yX88y yX8je yX89j 88Ry

KB+`Q �p; yX8ej yX8ej yX8ej Re933
K�+`Q �p; yX8ej yX8ej yX8ej Re933

r2B;?i2/ �p; yX8ej yX8ej yX8ej Re933

R
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Premise and hypothesis RNNs

The PyTorch implementation strategy is similar to the one outlined earlier
for sentence-encoding RNNs, except the final hidden state of the premise
RNN becomes the initial hidden state for the hypothesis RNN.
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Other strategies

TorchRNNClassifier
• TorchRNNClassifier feeds its final hidden state directly

to the classifier layer.
• If bidirectional=True, then the two final states are

concatenated and fed directly to the classifier layer.

Other ideas
• Pool all the hidden states with max or mean.
• Different pooling options can be combined.
• Additional layers between the hidden representation

(however defined) and the classifier layer.
• Attention mechanisms
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