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Addressing the known limitations with BERT

1. Devlin et al. (2019:85): admirably detailed but still
partial ablation studies and optimization studies.
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Robustly optimized BERT approach

BERT

RoBERTa

Static masking/substitution

Inputs are two concatenated
document segments

Next Sentence Prediction (NSP)
Training batches of 256 examples
Word-piece tokenization

Pretraining on BooksCorpus and
English Wikipedia

Train for 1M steps
Train on short sequences first

Dynamic masking/substitution

Inputs are sentence sequences that
may span document boundaries

No NSP
Training batches of 2,000 examples
Character-level byte-pair encoding

Pretraining on BooksCorpus,
CC-News, OpenWebText, and Stories

Train for up to 500K steps
Train only on full-length sequences

Additional differences in the optimizer and data presentation (sec 3.1).
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Masking SQuAD 2.0 MNLI-m SST-2

reference 76.3 84.3 92.8
Our reimplementation:

static 78.3 84.3 92.5
|dynamic 78.7 84.0 92.9 |

Table 1: Comparison between static and dynamic
masking for BERTg,s:. We report F1 for SQuAD and
accuracy for MNLI-m and SST-2. Reported results are
medians over 5 random initializations (seeds). Refer-
ence results are from Yang et al. (2019).
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Model SQuAD 1.1/20  MNLI-m SST-2 RACE
Our reimplementation (with NSP loss):
SEGMENT-PAIR 90.4/78.7 84.0 92.9 64.2
SENTENCE-PAIR 88.7/76.2 82.9 92.1 63.0
RoBERTa choice  Our reimplementation (without NSP loss):
for efficient 90.4/79.1 84.7 92.5 64.8
batching, and 6 SENTENCES 90.6/79.7 847 927 656
comparisons with
related work. BERTgAse 88.5/76.3 84.3 92.8 64.3
XLNetgase (K=7) —/81.3 85.8 92.7 66.1
XLNetgsse (K = 6) —/81.0 85.6 93.4 66.7

Table 2: Development set results for base models pretrained over BOOKCORPUS and WIKIPEDIA. All models are
trained for 1M steps with a batch size of 256 sequences. We report F1 for SQuAD and accuracy for MNLI-m,
SST-2 and RACE. Reported results are medians over five random initializations (seeds). Results for BERTg,s: and

XLNetg,s: are from Yang et al. (2019).
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bsz steps Ir ppl MNLI-m SST-2

256 1M le4 399 847 92.7
[2K 125K 7e-4 3.68  85.2 929
8K 31K le-3 3.77  84.6 2.8

Table 3: Perplexity on held-out training data (pp/) and
development set accuracy for base models trained over
BookCoRPUS and WIKIPEDIA with varying batch
sizes (bsz). We tune the learning rate (Ir) for each set-
ting. Models make the same number of passes over the
data (epochs) and have the same computational cost.
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Model data  bsz steps (f?'l'l;;]g) MNLI-m SST-2
RoBERTa
with BOOKS + WIKI 16GB 8K 100K 93.6/87.3 89.0 95.3
+ additional data (§3.2) 160GB 8K 100K 94.0/87.7 89.3 95.6
+ pretrain longer 160GB 8K 300K 94.4/88.7 90.0 96.1
+ pretrain even longer  160GB 8K 500K  94.6/89.4 90.2 96.4
BERTI_ARGF_
with BOOKS + WIKI 13GB 256 IM  90.9/81.8 86.6 93.7
XLNetyarce
with BOOKS + WIKI 13GB 256 IM  94.0/87.8 88.4 94.4
+ additional data 126GB 2K 500K 94.5/88.8 89.8 95.6

Table 4: Development set results for RoOBERTa as we pretrain over more data (16GB — 160GB of text) and pretrain
for longer (100K — 300K — 500K steps). Each row accumulates improvements from the rows above. RoOBERTa
matches the architecture and training objective of BERT) srge. Results for BERT, yrge and XLNet; yrge are from
Devlin et al. (2019) and Yang et al. (2019), respectively. Complete results on all GLUE tasks can be found in the

Appendix.
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A Primer in BERTology: What we know about how BERT works

Anna Rogers, Olga Kovaleva, Anna Rumshisky
Department of Computer Science, University of Massachusetts Lowell
Lowell, MA 01854
{arogers, okovalev, arum}@cs.uml.edu
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