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Guiding ideas

1. We need more connections between premise and
hypothesis.

2. In processing the hypothesis, the model needs
“reminders” of what the premise contained; the final
premise hidden state isn’t enough.

3. Soft alignment between premise and hypothesis – a
neural interpretation of an old idea in NLI.
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Global attention
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Global attention

classifier y = softmax(h̃W+ b)

attention combo h̃ = tanh([κ;hC]Wκ)

or h̃ = tanh(κWκ + hCWh)

context κ =mean(α1h1, α2h2, α3h3)

attention weights α = softmax(α̃)

scores α̃ =
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Global attention

classifier y = softmax(h̃W+ b)

attention combo h̃ = tanh([0.07,0.11,0.1,0.2]Wκ)

context κ =mean(.35 · [.4, .6], .33 · [.2, .4], .31 · [.1, .1])

attention weights α = [0.35,0.33,0.31]

scores α̃ = [0.16,0.10,0.03]
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Other scoring functions (Luong et al. 2015)
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Word-by-word attention

classifier input h̃ = tanh([κC;hC]Wκ)

context at B κB =





0.4 0.6
0.2 0.4
0.1 0.1



αB + tanh (κAWα)

weights at B αB = softmax(Mw)

M = tanh









0.4 0.6
0.2 0.4
0.1 0.1



+





0.2 0.3 κA
0.2 0.3 κA
0.2 0.3 κA



Wh





dancedevery dog dancedsome poodle

x3 x2 x1 x27 x21 x11

[0.4, 0.6] [0.2, 0.4] [0.1, 0.1]
A

[0.2, 0.4]
B

[0.2, 0.3]
C

[0.1, 0.2]

5 / 8



Guiding ideas Global attention Others Word-by-word attention Transformers Other variants

Word-by-word attention

classifier input h̃ = tanh([κC;hC]Wκ)

context at B κB =





0.4 0.6
0.2 0.4
0.1 0.1



αB + tanh (κAWα)

weights at B αB = softmax(Mw)

M = tanh









0.4 0.6
0.2 0.4
0.1 0.1



+





0.2 0.3 κA
0.2 0.3 κA
0.2 0.3 κA



Wh





dancedevery dog dancedsome poodle

x3 x2 x1 x27 x21 x11

[0.4, 0.6] [0.2, 0.4] [0.1, 0.1]
A

[0.2, 0.4]
B

[0.2, 0.3]
C

[0.1, 0.2]

5 / 8



Guiding ideas Global attention Others Word-by-word attention Transformers Other variants

Word-by-word attention

classifier input h̃ = tanh([κC;hC]Wκ)

context at B κB =





0.4 0.6
0.2 0.4
0.1 0.1



αB + tanh (κAWα)

weights at B αB = softmax(Mw)

M = tanh









0.4 0.6
0.2 0.4
0.1 0.1



+





0.2 0.3 κA
0.2 0.3 κA
0.2 0.3 κA



Wh





dancedevery dog dancedsome poodle

x3 x2 x1 x27 x21 x11

[0.4, 0.6] [0.2, 0.4] [0.1, 0.1]
A

[0.2, 0.4]
B

[0.2, 0.3]
C

[0.1, 0.2]

5 / 8



Guiding ideas Global attention Others Word-by-word attention Transformers Other variants

Word-by-word attention

classifier input h̃ = tanh([κC;hC]Wκ)

context at B κB =





0.4 0.6
0.2 0.4
0.1 0.1



αB + tanh (κAWα)

weights at B αB = softmax(Mw)

M = tanh









0.4 0.6
0.2 0.4
0.1 0.1



+





0.2 0.3 κA
0.2 0.3 κA
0.2 0.3 κA



Wh





dancedevery dog dancedsome poodle

x3 x2 x1 x27 x21 x11

[0.4, 0.6] [0.2, 0.4] [0.1, 0.1]
A

[0.2, 0.4]
B

[0.2, 0.3]
C

[0.1, 0.2]

5 / 8



Guiding ideas Global attention Others Word-by-word attention Transformers Other variants

Word-by-word attention

classifier input h̃ = tanh([κC;hC]Wκ)

context at B κB =





0.4 0.6
0.2 0.4
0.1 0.1



αB + tanh (κAWα)

weights at B αB = softmax(Mw)

M = tanh









0.4 0.6
0.2 0.4
0.1 0.1



+





0.2 0.3 κA
0.2 0.3 κA
0.2 0.3 κA



Wh





dancedevery dog dancedsome poodle

x3 x2 x1 x27 x21 x11

[0.4, 0.6] [0.2, 0.4] [0.1, 0.1]
A

[0.2, 0.4]
B

[0.2, 0.3]
C

[0.1, 0.2]

5 / 8



Guiding ideas Global attention Others Word-by-word attention Transformers Other variants

Connection with the Transformer

The 1 Rock 2 rules 3
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Other variants

• Local attention (Luong et al. 2015) builds connections
between selected points in the premise and hypothesis.

• Word-by-word attention can be set up in many ways,
with many more learned parameters than my simple
example. A pioneering instance for NLI is Rocktäschel
et al. 2016.

• The attention representation at time t could be appended
to the hidden representation at t+ 1 (Luong et al. 2015).

• Memory networks (Weston et al. 2015) can be used to
address similar issues related to properly recalling past
experiences.
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