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Overview

1. Overview: linguistic insights, and a bit of history
2. Speakers: From the world to language
3. Listeners: From language to the world
4. Grounded chat bots
5. Reasoning about other minds
6. A few other grounding ideas
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HAL

• In the 1967 Stanley Kubrick movie 2001: A Space
Odyssey, the spaceship’s computer HAL can
É display graphics;
É play chess; and
É conduct natural, open-domain conversations with

humans.

• How well did the filmmakers do at predicting what
computers would be capable in 2001?

(Slide idea from Andrew McCallum)
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HAL
Graphics

HAL Jurassic Park (1993)

(Slide idea from Andrew McCallum)
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HAL
Chess

HAL

Andrew McCallum, UMass Amherst,

 including material from Chris Manning and Jason Eisner

Chess

HAL NowDeep Blue (1997)

Andrew McCallum, UMass Amherst,

 including material from Chris Manning and Jason Eisner

Chess

HAL Now

(Slide idea from Andrew McCallum)
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HAL
Dialogue

HAL

David Bowman: Open the
pod bay doors, HAL.

HAL: I’m sorry, Dave, I’m
afraid I can’t do that.

David: What are you talking
about, HAL?

HAL: I know that you and
Frank were planning to
disconnect me, and I’m
afraid that’s something I
cannot allow to happen.

2014

. . .

(Slide idea from Andrew McCallum)
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Siri

You: Any good burger joints around here?

Siri: I found a number of burger restaurants
near you.

You: Hmm. How about tacos?

Apple: [Siri remembers that you asked about
restaurants. so it will look for Mexican
restaurants in the neighborhood. And
Siri is proactive, so it will question you
until it finds what you’re looking for.]

(Slide from Marie de Marneffe)
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Siri

Colbert: For the love of God, the cameras are
on, give me something?

Siri: What kind of place are you looking for?
Camera stores or churches?

[. . . ]

Colbert: I don’t want to search for anything! I
want to write the show!

Siri: Searching the Web for “search for
anything. I want to write the shuffle.”

(Slide from Marie de Marneffe)
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Language is action

Winograd (1986:170):
“all language use can be thought of as a way of activating
procedures within the hearer. We can think of an utterance
as a program – one that indirectly causes a set of operations
to be carried out within the hearer’s cognitive system.”
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Levinson’s (2000) analogy
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Levinson’s (2000) analogy
“We interpret this sketch instantly and effort-
lessly as a gathering of people before a struc-
ture, probably a gateway; the people are lis-
tening to a single declaiming figure in the cen-
ter. [. . . ] But all this is a miracle, for there is lit-
tle detailed information in the lines or shading
(such as there is). Every line is a mere sug-
gestion [. . . ]. So here is the miracle: from a
merest, sketchiest squiggle of lines, you and
I converge to find adumbration of a coherent
scene [. . . ].

“The problem of utterance interpretation is not
dissimilar to this visual miracle. An utterance
is not, as it were, a veridical model or “snap-
shot” of the scene it describes [. . . ]. Rather,
an utterance is just as sketchy as the Rem-
brandt drawing.”
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Indexicality

1. I am speaking.
2. We won. [A team I’m on; a team I support; . . . ]
3. I am here [classroom; Stanford; . . . planet earth; . . . ]
4. We are here. [pointing at a map]
5. I’m not here now. [old-fashioned answering machine]
6. We went to a local bar after work.
7. three days ago, tomorrow, now
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Context dependence

Where are you from?

• Connecticut. (Issue: birthplaces)
• The U.S. (Issue: nationalities)
• Stanford. (Issue: affiliations)
• Planet earth. (Issue: intergalactic meetings)
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Context dependence

• Are there typos in my slides?
• Are there bookstores downtown?
• Are there cookies in the cupboard?
• . . .

I didn’t see any.
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Context dependence

1. The light is on. Chris must be in his office.
2. The Dean passed a new rule. Chris must be in his office.
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Context dependence

If kangaroos had no tails, they would fall over.

Seems true

, but suppose they had jetpacks.
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Context dependence

“These two books contain the sum total of all human
knowledge” (@James_Kpatrick)
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Perspectival expressions
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Routine pragmatic enrichment

Ling 130a/230a, Stanford (Potts) Pragmatics

v. Indexicals: What do I and you and here refer to? How do they get their referents (Kaplan
1999; Nunberg 1993; Kratzer 2009)?

vi. Belief reports: Is it false or misleading to say that Lois Lane believes Superman is a reporter?
Why or why not (Berg 1988)?

vii. Gradable adjectives: How can That mouse is tall be true and That elephant is tall be false in
a situation in which both the elephant and the mouse are 1 meter tall?

viii. Intrasentential anaphora: Why is it so hard to interpret he as coreferential with Eddie in He
believes that Eddie deserves a prize?

how big is the contextually restricted
domain of students?

what’s the additional contextual
restriction?

!
false for most students?

"
who’s the speaker?

Many students met with me yesterday.

what’s the time of utterance?
#

but perhaps many met with the
speaker at other times?

$

2 The Gricean maxims of conversation

Grice’s maxims are the backbone of his pragmatic theory. They are not scientific generalizations in
the usual sense. They are more like contractual obligations or laws of the land. If you break one,
you don’t falsify it. You just generate interesting consequences.

• The cooperative principle (a super-maxim) Make your contribution as is required, when
it is required, by the conversation in which you are engaged.

• Quality Contribute only what you know to be true. Do not say false things. Do not say
things for which you lack evidence.

• Quantity Make your contribution as informative as is required. Do not say more than is
required.

• Relation (Relevance) Make your contribution relevant.

• Manner (i) Avoid obscurity; (ii) avoid ambiguity; (iii) be brief; (iv) be orderly.

We don’t satisfy all these demands all of the time. Grice identified three ways in which this can
happen: we might just opt-out of one or more maxims, we might encounter a hopeless clash
between two or more maxims, or we might flout (“blatantly fail to fulfill”) one or more maxims.

4

10 / 55



Linguistic insights Speakers Listeners Grounded chat bots Other minds Other ideas

SHRDLU (Winograd 1972)

Full-grounded system that parses the user’s input, maps it to
logical form, interprets that logical form in its world, tries to
take appropriate action, and generates responses.

http://hci.stanford.edu/winograd/shrdlu/

One project did succeed. Terry
Winograd’s program SHRDLU
could use English intelligently,
but there was a catch: the
only subject you could discuss
was a micro-world of simulated
blocks.

11 / 55
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SHRDLU (Winograd 1972)

1. Person: WHAT DOES THE BOX CONTAIN?
2. Computer: THE BLUE PYRAMID AND THE BLUE BLOCK.
3. Person: WHAT IS THE PYRAMID SUPPORTED BY?
4. Computer: THE BOX.
5. Person: HOW MANY BLOCKS ARE NOT IN THE BOX?
6. Computer: FOUR OF THEM.
7. Person: IS AT LEAST ONE OF THEM NARROWER THAN

THE ONE WHICH I TOLD YOU TO PICK UP?
8. Computer: YES, THE RED CUBE.
9. Person: IS IT SUPPORTED?

10. Computer: YES, BY THE TABLE.

11 / 55
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Winograd sentences

1. The trophy doesn’t fit into the brown suitcase because
it’s too small. What is too small?
The suitcase / The trophy

2. The trophy doesn’t fit into the brown suitcase because
it’s too large. What is too large?
The suitcase / The trophy

3. The council refused the demonstrators a permit because
they feared violence. Who feared violence?
The council / The demonstrators

4. The council refused the demonstrators a permit because
they advocated violence. Who advocated violence?
The council / The demonstrators

(Winograd 1972; Levesque 2013; Wang et al. 2018)
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Situated word learning

Children learn word meanings
1. with incredible speed
2. despite relatively few inputs
3. by using cues from

É contrast inherent in the forms they hear
É social cues
É assumptions about the speaker’s goals
É regularities in the physical environment.

Frank et al. (2012); Frank & Goodman (2014)
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Consequences for NLU

• Human children are the best agents in the universe at
learning language, and they depend heavily on
grounding.

• Problems that are intractable without grounding are
solvable with the right kinds of grounding.

• Deep learning is a flexible toolkit for reasoning about
different kinds of information in a single model, so it’s led
to conceptual and empirical improvements in this area.

• We should seek out (and develop) data sets that include
the right kind of grounding.
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Speakers: From the world to language

1. Overview: linguistic insights, and a bit of history
2. Speakers: From the world to language
3. Listeners: From language to the world
4. Grounded chat bots
5. Reasoning about other minds
6. A few other grounding ideas
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Color describer: Task formulation and data

Color Utterance

xxxx green
xxxx purple
xxxx grape
xxxx turquoise
xxxx moss green
xxxx pinkish purple
xxxx light blue grey
xxxx robin’s egg blue
xxxx british racing green
xxxx baby puke green

Table: Example from the xkcd color dataset as released by
McMahan & Stone (2015).
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Color describer: Training with teacher forcing

DecoderEncoder

208.3, 60, 88.2
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Color describer of Monroe et al. (2016)

DecoderEncoder

HSV

Fourier transform

color rep

light<s> blue

x1 x37 x11

h1 h2 h3

w2 w3 w4
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Colors in context (Monroe et al. 2017)

Context Utterance

xxxx xxxx xxxx blue

xxxx xxxx xxxx The darker blue one

xxxx xxxx xxxx teal not the two that
are more green

xxxx xxxx xxxx dull pink not the super
bright one

xxxx xxxx xxxx not any of the regular
greens

xxxx xxxx xxxx Purple

xxxx xxxx xxxx blue

Table: Examples from the Colors in Context corpus from the
Stanford Computation & Cognition Lab
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Colors in context (Monroe et al. 2017)

DecoderEncoder

target light<s> blue

x1 x37 x11

h1 h2 h3

w2 w3 w4

distractordistractor
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Related ideas and tasks

• The preceding can be seen as a special case of image
captioning, which has been revolutionized by neural
methods in recent years (Karpathy & Fei-Fei 2015;
Vinyals et al. 2015).

• The Encoder part of captioning models is likely to be
more involved than the above, but the basic structure is
the same.

• Mao et al. (2016) and Vedantam et al. (2017) explore
variants of the image captioning task that are like the
‘colors in context’ task above.

• Visual Question Answering is a more structured variant
of the problem in which an image and a question text are
the inputs and the goal is to produce grounded answers.
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Listeners: From language to the world

1. Overview: linguistic insights, and a bit of history
2. Speakers: From the world to language
3. Listeners: From language to the world
4. Grounded chat bots
5. Reasoning about other minds
6. A few other grounding ideas
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Color interpreter: Task formulation and data
Context Utterance

xxxx xxxx xxxx blue

xxxx xxxx xxxx The darker blue one

xxxx xxxx xxxx teal not the two that
are more green

xxxx xxxx xxxx dull pink not the super
bright one

xxxx xxxx xxxx not any of the regular
greens

xxxx xxxx xxxx Purple

xxxx xxxx xxxx blue

Table: Examples from the Colors in Context corpus from the
Stanford Computation & Cognition Lab
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A neural listener model

Encoder Decoder

bluelight

x37 x11

h1 h2
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A neural listener model

Encoder Decoder

bluelight

x37 x11

h1 h2 (μ, Σ)

f1 f2 fT

c1 c2 cT
Fourier transform
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A neural listener model

Encoder Decoder

bluelight

x37 x11

h1 h2 (μ, Σ) s1 s2 sT

f1 f2 fT
score(fi) = 
  –(fi – μ)TΣ(fi – μ)

c1 c2 cT
Fourier transform
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A neural listener model

Encoder Decoder

bluelight

x37 x11

h1 h2 (μ, Σ)

•  •  •

s1 s2 sT

f1 f2 fT
score(fi) = 
  –(fi – μ)TΣ(fi – μ)

c1 c2 cT

softmax(s1, s2, s3)

Fourier transform
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Other ideas and datasets

• NLU classifiers are very simple listeners: they consume
language and make an inference in a structured space.

• Semantic parsers are very complex listeners: they
consume language, construct rich latent representations,
and predict into structured output spaces.

• Scene generation is the task of mapping language to
structured representations of visual scenes (Seversky &
Yin 2006; Chang et al. 2014, 2015).

• Young et al. (2014) seek to learn visual denotations for
linguistic expressions.
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Grounded chat bots

1. Overview: linguistic insights, and a bit of history
2. Speakers: From the world to language
3. Listeners: From language to the world
4. Grounded chat bots
5. Reasoning about other minds
6. A few other grounding ideas
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Basic neural chatbot

DecoderEncoder

not</s> much

x1 x42 x39

h4 h5 h6

not much </s>

upwhat’s ?

x126 x112 x4

h1 h2 h3
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FAIR negotiation dataset
5,808 dialogues grounded in 2,236 unique scenarios.

Figure 1: A dialogue in our Mechanical Turk interface, which we used to collect a negotiation dataset.

that decoding to maximise the reward function
(rather than likelihood) significantly improves per-
formance against both humans and machines.

Analysing the performance of our agents, we
find evidence of sophisticated negotiation strate-
gies. For example, we find instances of the model
feigning interest in a valueless issue, so that it can
later ‘compromise’ by conceding it. Deceit is a
complex skill that requires hypothesising the other
agent’s beliefs, and is learnt relatively late in child
development (Talwar and Lee, 2002). Our agents
have learnt to deceive without any explicit human
design, simply by trying to achieve their goals.

The rest of the paper proceeds as follows: §2 de-
scribes the collection of a large dataset of human-
human negotiation dialogues. §3 describes a base-
line supervised model, which we then show can
be improved by goal-based training (§4) and de-
coding (§5). §6 measures the performance of our
models and humans on this task, and §7 gives a
detailed analysis and suggests future directions.

2 Data Collection

2.1 Overview

To enable end-to-end training of negotiation
agents, we first develop a novel negotiation task
and curate a dataset of human-human dialogues
for this task. This task and dataset follow our
proposed general framework for studying semi-
cooperative dialogue. Initially, each agent is
shown an input specifying a space of possible ac-
tions and a reward function which will score the
outcome of the negotiation. Agents then sequen-
tially take turns of either sending natural language
messages, or selecting that a final decision has
been reached. When one agent selects that an

agreement has been made, both agents indepen-
dently output what they think the agreed decision
was. If conflicting decisions are made, both agents
are given zero reward.

2.2 Task

Our task is an instance of multi issue bargaining
(Fershtman, 1990), and is based on DeVault et al.
(2015). Two agents are both shown the same col-
lection of items, and instructed to divide them so
that each item assigned to one agent.

Each agent is given a different randomly gen-
erated value function, which gives a non-negative
value for each item. The value functions are con-
strained so that: (1) the total value for a user of
all items is 10; (2) each item has non-zero value
to at least one user; and (3) some items have non-
zero value to both users. These constraints enforce
that it is not possible for both agents to receive a
maximum score, and that no item is worthless to
both agents, so the negotiation will be competitive.
After 10 turns, we allow agents the option to com-
plete the negotiation with no agreement, which is
worth 0 points to both users. We use 3 item types
(books, hats, balls), and between 5 and 7 total
items in the pool. Figure 1 shows our interface.

2.3 Data Collection

We collected a set of human-human dialogues us-
ing Amazon Mechanical Turk. Workers were paid
$0.15 per dialogue, with a $0.05 bonus for max-
imal scores. We only used workers based in the
United States with a 95% approval rating and at
least 5000 previous HITs. Our data collection in-
terface was adapted from that of Das et al. (2016).

We collected a total of 5808 dialogues, based
on 2236 unique scenarios (where a scenario is the

From Lewis et al. 2017; see also Yarats & Lewis 2018
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FAIR negotiation dataset

Perspective of YOU

1. 1 0 4 2 1 2 # (1 book, worth 0; 4 hats, worth 2, 1 ball, worth 2)

2. YOU: i would like 4 hats and you can have the rest <eos>
THEM: deal <eos>
YOU: <selection>

3. item0=0 item1=4 item2=0

4. <eos>

5. reward=8

6. agree

7. 1 4 4 1 1 2
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FAIR negotiation dataset

Perspective of THEM

1. 1 4 4 1 1 2 # (1 book, worth 4; 4 hats, worth 1, 1 ball, worth 2)

2. THEM: i would like 4 hats and you can have the rest <eos>
YOU: deal <eos>
THEM: <selection>

3. item0=1 item1=0 item2=1

4. <eos>

5. reward=6

6. agree

7. 1 0 4 2 1 2
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FAIR negotiation agents

Dialogue encoder GRUwGoal encoder GRUg

deal</s>

x3 x4

h3 h3

deal <select>

hatsfour

x1 x2

h1 h2

hats </s>

1 0 4 2 1 2

hg

hg hg hg hg

Output encoder GRUo

attention vector

h1 x1 h2 x2 h3 x3 h4 x4

hs

item0=1 item1=4 item2=1

Witem=0 Witem=2
Witem=1

hg
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Goal-based training

Dialogue encoder GRUwGoal encoder GRUg

deal</s>

x3 x4

h3 h3

deal <select>

hatsfour

x1 x2

h1 h2

hats </s>

1 0 4 2 1 2

hg

hg hg hg hg

Output encoder GRUo

attention vector

h1 x1 h2 x2 h3 x3 h4 x4

hs

item0=1 item1=4 item2=1

Witem=0 Witem=2
Witem=1

hg

Agent A reads Agent A writes Agent B writes

Agent A reads

Agent A reward
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Decoding through rollouts

read: You get
one book and
I’ll take every-
thing else.

write: Great deal,
thanks!

write: No way, I
need all 3 hats read: Ok, fine

read: I’ll give you 2

read: No problem

read: Any time

choose: 3x hat

choose: 2x hat

choose: 1x book

choose: 1x book

9

6

1

1

Dialogue history Candidate responses Simulation of rest of dialogue Score

Figure 4: Decoding through rollouts: The model first generates a small set of candidate responses. For
each candidate it simulates the future conversation by sampling, and estimates the expected future reward
by averaging the scores. The system outputs the candidate with the highest expected reward.

agent A learns to improve by simulating conversa-
tions with the help of a surrogate forward model.

Agent A reads its goals g and then generates
tokens x0..n by sampling from pθ. When x gener-
ates an end-of-turn marker, it then reads in tokens
xn+1..m generated by agent B. These turns alter-
nate until one agent emits a token ending the di-
alogue. Both agents then output a decision o and
collect a reward from the environment (which will
be 0 if they output different decisions). We denote
the subset of tokens generated by A as XA (e.g.
tokens with incoming arrows in Figure 3b).

After a complete dialogue has been generated,
we update agent A’s parameters based on the out-
come of the negotiation. Let rA be the score agent
A achieved in the completed dialogue, T be the
length of the dialogue, γ be a discount factor that
rewards actions at the end of the dialogue more
strongly, and µ be a running average of completed
dialogue rewards so far2. We define the future re-
ward R for an action xt ∈ XA as follows:

R(xt) =
∑

xt∈XA

γT−t(rA(o)− µ) (13)

We then optimise the expected reward of each
action xt ∈ XA:

LRL
θ = Ext∼pθ(xt|x0..t−1,g)[R(xt)] (14)

The gradient of LRL
θ is calculated as in REIN-

FORCE (Williams, 1992):

∇θL
RL
θ =

∑

xt∈XA

Ext[R(xt)∇θ log(pθ(xt|x0..t−1, g))]

(15)
2As all rewards are non-negative, we instead re-scale them

by subtracting the mean reward found during self play. Shift-
ing in this way can reduce the variance of our estimator.

Algorithm 1 Dialogue Rollouts algorithm.
1: procedure ROLLOUT(x0..i, g)
2: u∗ ← ∅
3: for c ∈ {1..C} do ◃ C candidate moves
4: j ← i
5: do ◃ Rollout to end of turn
6: j ← j + 1
7: xj ∼ pθ(xj |x0..j−1, g)
8: while xk /∈ {read:, choose:}
9: u← xi+1..xj ◃ u is candidate move

10: for s ∈ {1..S} do ◃ S samples per move
11: k ← j ◃ Start rollout from end of u
12: while xk ≠ choose: do

◃ Rollout to end of dialogue
13: k ← k + 1
14: xk ∼ pθ(xk|x0..k−1, g)

◃ Calculate rollout output and reward
15: o← argmaxo′∈O p(o′|x0..k, g)
16: R(u)← R(u) + r(o)p(o′|x0..k, g)

17: if R(u) > R(u∗) then
18: u∗ ← u

19: return u∗ ◃ Return best move

5 Goal-based Decoding

Likelihood-based decoding (§3.3) may not be op-
timal. For instance, an agent may be choosing be-
tween accepting an offer, or making a counter of-
fer. The former will often have a higher likelihood
under our model, as there are fewer ways to agree
than to make another offer, but the latter may lead
to a better outcome. Goal-based decoding also al-
lows more complex dialogue strategies. For exam-
ple, a deceptive utterance is likely to have a low
model score (as users were generally honest in the
supervised data), but may achieve high reward.

We instead explore decoding by maximising ex-
pected reward. We achieve this by using pθ as a

From Lewis et al. 2017, figure 4
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Aside: An amusing media narrative

Lewis et al. (2017)
“During reinforcement learning, an agent A attempts to
improve its parameters from conversations with another
agent B. While the other agent B could be a human, in our
experiments we used our fixed supervised model that was
trained to imitate humans. The second model is fixed as we
found that updating the parameters of both agents led to
divergence from human language.”
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Aside: An amusing media narrative

FAIR blog post [link]
“The second model is fixed, because the researchers found
that updating the parameters of both agents led to
divergence from human language as the agents developed
their own language for negotiating.”
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https://code.fb.com/ml-applications/deal-or-no-deal-training-ai-bots-to-negotiate/
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Aside: An amusing media narrative

Newsweek [link]
“The bots ran afoul of their Facebook overlords when they
started to make up their own language to do things faster,
not unlike the way football players have shorthand names for
certain plays instead of taking the time in the huddle to
describe where everyone should run. It’s not unusual for
bots to make up a lingo that humans can’t comprehend,
though it does stir worries that these things might gossip
about us behind our back. Facebook altered the code to
make the bots stick to plain English.”
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https://www.newsweek.com/2017/08/18/ai-facebook-artificial-intelligence-machine-learning-robots-robotics-646944.html


Linguistic insights Speakers Listeners Grounded chat bots Other minds Other ideas

Aside: An amusing media narrative

Tech Times [link]
“Facebook was forced to shut down one of its artificial
intelligence systems after researchers discovered that it had
started communicating in a language that they could not
understand.
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https://www.techtimes.com/articles/212124/20170730/facebook-ai-invents-language-that-humans-cant-understand-system-shut-down-before-it-evolves-into-skynet.htm
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Aside: An amusing media narrative

Tech Times [link]
“Facebook was forced to shut down one of its artificial
intelligence systems after researchers discovered that it had
started communicating in a language that they could not
understand.

“The incident evokes images of the rise of Skynet in the
iconic Terminator series. Perhaps Tesla CEO Elon Musk is
right about AI being the ‘biggest risk we face.’ ”
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Other task-oriented dialogue datasets

• Edinburgh Map Corpus
http://groups.inf.ed.ac.uk/maptask/

• TRIPS
http://www.cs.rochester.edu/research/cisd/projects/trips/

• TRAINS
http://www.cs.rochester.edu/research/cisd/projects/trains/

• Cards
http://CardsCorpus.christopherpotts.net/

• SCARE
http://slate.cse.ohio-state.edu/quake-corpora/scare/

• The Carnegie Mellon Communicator Corpus
http://www.speech.cs.cmu.edu/Communicator/
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Reasoning about other minds

1. Overview: linguistic insights, and a bit of history
2. Speakers: From the world to language
3. Listeners: From language to the world
4. Grounded chat bots
5. Reasoning about other minds
6. A few other grounding ideas
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Pragmatic reasoning à la Grice (1975)
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Pragmatic reasoning à la Grice (1975)

The blue one, 
please!

My listener knows 
I’m cooperative in 
the Gricean sense.

The speaker’s utterance 
seems ambiguous or 
under-informative.
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able to work out 
that I mean the 
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please!

My listener knows 
I’m cooperative in 
the Gricean sense.

The speaker’s utterance 
seems ambiguous or 
under-informative.

But I’m assuming 
the speaker is 
cooperative in the 
Gricean sense!

Ah, but if I assume 
they would have 
picked a marked form 
like “baby blue” if it 
were true, then I can 
work out what they 
want!

So they will be 
able to work out 
that I mean the 
unmarked blue.
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The Rational Speech Acts Model

Pragmatic listener

Pragmatic speaker

Literal listener

(Frank & Goodman 2012; Goodman & Stuhlmüller 2013; Goodman & Frank 2016)
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The Rational Speech Acts Model

Pragmatic listener

Pragmatic speaker

s1(msg | w,Lex) ∝ expλ (log l0(w |msg,Lex)− C(msg))

Literal listener

l0(w |msg,Lex) ∝ Lex(msg,w)P(w)

(Frank & Goodman 2012; Goodman & Stuhlmüller 2013; Goodman & Frank 2016)
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The Rational Speech Acts Model

Pragmatic listener

l1(w |msg,Lex) = pragmatic speaker× state prior

Pragmatic speaker

s1(msg | w,Lex) = literal listener−message costs

Literal listener

l0(w |msg,Lex) = lexicon× state prior

(Frank & Goodman 2012; Goodman & Stuhlmüller 2013; Goodman & Frank 2016)
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RSA listener example

beard T F

glasses T T

l1
s1

l0
Lex
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RSA listener example

beard 1 0

glasses .5 .5

l1
s1

l0
Lex
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RSA listener example

beard glasses

.67 .33

0 1

l1
s1

l0
Lex
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RSA listener example

beard 1 0

glasses .25 .75

l1
s1

l0
Lex
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Limitations
• Hand-specified lexicon

• Reasoning about all possible utterances?

s1(msg | w,Lex) =
l0(w |msg,Lex)∑

msg′ l0(w |msg′, Lex)

• High-bias model; few chances to learn from data

beard 1 0

glasses .25 .75
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Colors in context (Monroe et al. 2017)
Context Utterance

xxxx xxxx xxxx blue

xxxx xxxx xxxx The darker blue one

xxxx xxxx xxxx teal not the two that
are more green

xxxx xxxx xxxx dull pink not the super
bright one

xxxx xxxx xxxx not any of the regular
greens

xxxx xxxx xxxx Purple

xxxx xxxx xxxx blue

Table: Examples from the Colors in Context corpus from the
Stanford Computation & Cognition Lab
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Literal neural speaker S0

DecoderEncoder

target light<s> blue

x1 x37 x11

h1 h2 h3

w2 w3 w4

distractordistractor
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Neural literal listener L0

Encoder Decoder

bluelight

x37 x11

h1 h2 (μ, Σ)

•  •  •

s1 s2 sT

f1 f2 fT
score(fi) = 
  –(fi – μ)TΣ(fi – μ)

c1 c2 cT

softmax(s1, s2, s3)

Fourier transform
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Neural pragmatic agents

Neural pragmatic speaker (Andreas & Klein 2016)

S1(msg | c,C;θ) =
L0(c |msg,C;θ)∑

msg′∈X L0(c |msg′, C;θ)

where X is a sample from S0(msg | c,C;θ) such that
msg∗ ∈ X.

Neural pragmatic listener

L1(c |msg,C;θ) ∝ S1(msg | c,C;θ)

Blended neural pragmatic listener
Weighted combination of L0 and L1.
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Pragmatic image captioning
Mao et al. (2016); Vedantam et al. (2017): Captions that are
true and distinguish their images from related ones.

Reasoning about all possible utterances/captions?

⇒ Sample from S0
⇒ Full RSA reasoning about characters

(Cohn-Gordon et al. 2018, 2019)
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Other related work
• Golland et al. (2010): Recursive speaker/listener

reasoning as part of interpreting complex utterances
compositionally, with grounding in a simple visual world.

• Tellex et al.’s (2014) Inverse Semantics: Robot
utterances are scored by models similar to RSA’s
pragmatic speakers.

• Wang et al. (2016): Pragmatic reasoning helps in online
learning of semantic parsers.

• Monroe & Potts (2015): “RSA as a hidden activation
function”

• Monroe et al. (2018): Bilingual color describers (English
and Chinese).

• Fried et al. (2018): Sequential instruction following with
pragmatic reasoning.

• Khani et al. (2018): Collaborative games with pragmatic
reasoning.
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Other relevant datasets

• The TUNA Reference Corpus
https://www.abdn.ac.uk/ncs/departments/computing-science/corpus-496.php

• SCONE: Sequential CONtext-dependent Execution
https://nlp.stanford.edu/projects/scone/

• Crowdsource your own (Hawkins 2015)!
https://github.com/hawkrobe/MWERT
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A few other grounding ideas

1. Overview: linguistic insights, and a bit of history
2. Speakers: From the world to language
3. Listeners: From language to the world
4. Grounded chat bots
5. Reasoning about other minds
6. A few other grounding ideas
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Modeling users for sarcasm detection

Yeah great idea

e1
e2 e3Embeddings

x1
f

x3
b

x2
f

x2
b

x3
f

x1
b

BiGRU 
layer

x3
f

x3
b

xuser

‘WiseGuy33’

Hidden
layer(s)

Sarcastic!

Sigmoid
layer

(SARC: Khodak et al. 2017; Kolchinski & Potts 2018)
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NLU in social graphs with Probabilistic Soft LogicIn an hour from now…

I actually kind of liked it.

Bla bla … 
sentiment … 
bla bla bla … 
networks …

Dude, that was even 
more boring than his 

gray shirt, eh?!

Yeah right. Great 
talk… He didn’t even 

talk about deep 
learning.

(PSL: https://psl.linqs.org; West et al. 2014)
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NLU in social graphs with Probabilistic Soft Logic

(PSL: https://psl.linqs.org; West et al. 2014)
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PLOW: Webpage structure as context
1. Learning rules of the form ‘If A, then B, else C’ is a

challenge because the latent variable A is generally not
observed. Rather, one sees only B or C.

2. In an interactive, instructional setting, one needn’t rely
entirely on abduction or probabilistic inference: users
generally state the needed rules during their
interactions.

3. The user’s actions ground the parsed language.

4. The DOM structure grounds the user’s indexicals:
É Put the name here. (user clicks on the DOM element)
É This is the ISBN number. (user highlights some text)
É Find another tab. (user has selected a tab)

(Allen et al. 2007)
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Decision-theoretic agents

Both players must find the ace of spades. DialogBot:

(Vogel et al. 2013a,b)

50 / 55



Linguistic insights Speakers Listeners Grounded chat bots Other minds Other ideas

Decision-theoretic agents
Baby DialogBots (a few hours of policy exploration)

(Vogel et al. 2013a,b)
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Decision-theoretic agents
Grown-up DialogBots (a week of policy exploration)

(Vogel et al. 2013a,b)
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Frontiers

• Deeper integration with devices and the environment.

• More sophisticated reasoning about other agents and
their goals.

• Better tracking of full dialogue history; improved
discourse coherence.

• Approximate state representations to address very
pressing scalability issues.
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