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HAL

• In the 1967 Stanley Kubrick movie 2001: A Space Odyssey,
the spaceship’s computer HAL can

• display graphics;
• play chess; and
• conduct natural, open-domain conversations with

humans.

• How well did the filmmakers do at predicting what computers
would be capable in 2001?

(Slide idea from Andrew McCallum)
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Chess
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HAL
Dialogue

HAL

David Bowman: Open
the pod bay doors, HAL.

HAL: I’m sorry, Dave, I’m
afraid I can’t do that.

David: What are you
talking about, HAL?

HAL: I know that you and
Frank were planning to
disconnect me, and I’m
afraid that’s something I
cannot allow to happen.

2014

. . .

(Slide idea from Andrew McCallum)
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Siri

You: Any good burger joints around here?

Siri: I found a number of burger restaurants
near you.

You: Hmm. How about tacos?

Apple: [Siri remembers that you asked about
restaurants. so it will look for Mexican
restaurants in the neighborhood. And
Siri is proactive, so it will question you
until it finds what you’re looking for.]

(Slide from Marie de Marneffe)
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Siri

Colbert: For the love of God, the cameras are
on, give me something?

Siri: What kind of place are you looking
for? Camera stores or churches?

[. . . ]

Colbert: I don’t want to search for anything! I
want to write the show!

Siri: Searching the Web for “search for
anything. I want to write the shuffle.”

(Slide from Marie de Marneffe)
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Language is action

Winograd (1986:170):
“all language use can be thought of as a way of activating
procedures within the hearer. We can think of an utterance as a
program – one that indirectly causes a set of operations to be
carried out within the hearer’s cognitive system.”
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Levinson’s (2000) analogy
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Levinson’s (2000) analogy
“We interpret this sketch instantly and effort-
lessly as a gathering of people before a struc-
ture, probably a gateway; the people are lis-
tening to a single declaiming figure in the cen-
ter. [. . . ] But all this is a miracle, for there is
little detailed information in the lines or shad-
ing (such as there is). Every line is a mere
suggestion [. . . ]. So here is the miracle: from
a merest, sketchiest squiggle of lines, you and
I converge to find adumbration of a coherent
scene [. . . ].

“The problem of utterance interpretation is not
dissimilar to this visual miracle. An utterance
is not, as it were, a veridical model or “snap-
shot” of the scene it describes [. . . ]. Rather,
an utterance is just as sketchy as the Rem-
brandt drawing.”
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Routine pragmatic enrichment

Ling 130a/230a, Stanford (Potts) Pragmatics

v. Indexicals: What do I and you and here refer to? How do they get their referents (Kaplan
1999; Nunberg 1993; Kratzer 2009)?

vi. Belief reports: Is it false or misleading to say that Lois Lane believes Superman is a reporter?
Why or why not (Berg 1988)?

vii. Gradable adjectives: How can That mouse is tall be true and That elephant is tall be false in
a situation in which both the elephant and the mouse are 1 meter tall?

viii. Intrasentential anaphora: Why is it so hard to interpret he as coreferential with Eddie in He
believes that Eddie deserves a prize?

how big is the contextually restricted
domain of students?

what’s the additional contextual
restriction?

!
false for most students?

"
who’s the speaker?

Many students met with me yesterday.

what’s the time of utterance?
#

but perhaps many met with the
speaker at other times?

$

2 The Gricean maxims of conversation

Grice’s maxims are the backbone of his pragmatic theory. They are not scientific generalizations in
the usual sense. They are more like contractual obligations or laws of the land. If you break one,
you don’t falsify it. You just generate interesting consequences.

• The cooperative principle (a super-maxim) Make your contribution as is required, when
it is required, by the conversation in which you are engaged.

• Quality Contribute only what you know to be true. Do not say false things. Do not say
things for which you lack evidence.

• Quantity Make your contribution as informative as is required. Do not say more than is
required.

• Relation (Relevance) Make your contribution relevant.

• Manner (i) Avoid obscurity; (ii) avoid ambiguity; (iii) be brief; (iv) be orderly.

We don’t satisfy all these demands all of the time. Grice identified three ways in which this can
happen: we might just opt-out of one or more maxims, we might encounter a hopeless clash
between two or more maxims, or we might flout (“blatantly fail to fulfill”) one or more maxims.

4
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SHRDLU (Winograd 1972)

Full-grounded system that parses the user’s input, maps it to
logical form, interprets that logical form in its world, tries to take
appropriate action, and generates responses.

http://hci.stanford.edu/winograd/shrdlu/

One project did succeed. Terry
Winograd’s program SHRDLU
could use English intelligently,
but there was a catch: the only
subject you could discuss was a
micro-world of simulated blocks.

8 / 68
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SHRDLU (Winograd 1972)

1 Person: WHAT DOES THE BOX CONTAIN?

2 Computer: THE BLUE PYRAMID AND THE BLUE BLOCK.

3 Person: WHAT IS THE PYRAMID SUPPORTED BY?

4 Computer: THE BOX.

5 Person: HOW MANY BLOCKS ARE NOT IN THE BOX?

6 Computer: FOUR OF THEM.

7 Person: IS AT LEAST ONE OF THEM NARROWER THAN
THE ONE WHICH I TOLD YOU TO PICK UP?

8 Computer: YES, THE RED CUBE.

9 Person: IS IT SUPPORTED?

10 Computer: YES, BY THE TABLE.

8 / 68
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Natural language is situated
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Indexicality

1 I am speaking.

2 We won. [A team I’m on; a team I support; . . . ]

3 I am here [classroom; Stanford; . . . planet earth; . . . ]

4 We are here. [pointing at a map]

5 I’m not here now. [old-fashioned answering machine]

6 We went to a local bar after work.

7 three days ago, tomorrow, now
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Context dependence

Where are you from?

• Connecticut. (Issue: birthplaces)

• The U.S. (Issue: nationalities)

• Stanford. (Issue: affiliations)

• Planet earth. (Issue: intergalactic meetings)

11 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

Context dependence

Where are you from?

• Connecticut. (Issue: birthplaces)

• The U.S. (Issue: nationalities)

• Stanford. (Issue: affiliations)

• Planet earth. (Issue: intergalactic meetings)

11 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

Context dependence

Where are you from?

• Connecticut. (Issue: birthplaces)

• The U.S. (Issue: nationalities)

• Stanford. (Issue: affiliations)

• Planet earth. (Issue: intergalactic meetings)

11 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

Context dependence

Where are you from?

• Connecticut. (Issue: birthplaces)

• The U.S. (Issue: nationalities)

• Stanford. (Issue: affiliations)

• Planet earth. (Issue: intergalactic meetings)

11 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

Context dependence

Where are you from?

• Connecticut. (Issue: birthplaces)

• The U.S. (Issue: nationalities)

• Stanford. (Issue: affiliations)

• Planet earth. (Issue: intergalactic meetings)

11 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

Context dependence

• Are there typos in my slides?

• Are there bookstores downtown?

• Are there cookies in the cupboard?

• . . .

I didn’t see any.
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Context dependence

1 The light is on. Chris must be in his office.

2 The Dean passed a new rule. Chris must be in his office.

11 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

Context dependence

If kangaroos had no tails, they would fall over.

Seems true

, but suppose they had jetpacks.
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Context dependence

“These two books contain the sum total of all human knowledge”
(@James Kpatrick)
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Perspectival expressions
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Colors in context

Context Utterance

xxxx xxxx xxxx blue

xxxx xxxx xxxx The darker blue one

xxxx xxxx xxxx dull pink not the super
bright one

xxxx xxxx xxxx Purple

xxxx xxxx xxxx blue

Table: Example from the Colors in Context corpus from the Stanford
Computation & Cognition Lab

13 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

Colors in context

Context Utterance

xxxx xxxx xxxx blue

xxxx xxxx xxxx The darker blue one

xxxx xxxx xxxx dull pink not the super
bright one

xxxx xxxx xxxx Purple

xxxx xxxx xxxx blue

Table: Example from the Colors in Context corpus from the Stanford
Computation & Cognition Lab

13 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

Colors in context

Context Utterance

xxxx xxxx xxxx blue

xxxx xxxx xxxx The darker blue one

xxxx xxxx xxxx dull pink not the super
bright one

xxxx xxxx xxxx Purple

xxxx xxxx xxxx blue

Table: Example from the Colors in Context corpus from the Stanford
Computation & Cognition Lab

13 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

Colors in context

Context Utterance

xxxx xxxx xxxx blue

xxxx xxxx xxxx The darker blue one

xxxx xxxx xxxx dull pink not the super
bright one

xxxx xxxx xxxx Purple

xxxx xxxx xxxx blue

Table: Example from the Colors in Context corpus from the Stanford
Computation & Cognition Lab

13 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

Colors in context

Context Utterance

xxxx xxxx xxxx blue

xxxx xxxx xxxx The darker blue one

xxxx xxxx xxxx dull pink not the super
bright one

xxxx xxxx xxxx Purple

xxxx xxxx xxxx blue

Table: Example from the Colors in Context corpus from the Stanford
Computation & Cognition Lab

13 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

Situated word learning

Children learn word meanings

1 with incredible speed

2 despite relatively few inputs

3 by using cues from
• contrast inherent in the forms they hear
• social cues
• assumptions about the speaker’s goals
• regularities in the physical environment.

Frank et al. (2012); Frank and Goodman (2014)
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1 Natural language is situated

2 Reasoning about other minds

3 Natural language as social

4 Examples of grounded NLU systems

5 Decision theoretic NLU agents

6 Conclusion
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Reference resolution under uncertainty

In sum, RSA models replace Grice's maxims with a single, utility-theoretic version of the
cooperative principle [25]. This formulation is based on utilities that can reflect the communica-
tive and social priorities of a complex, real-world agent.

Empirical Support for RSA
The example shown above in Figure 1 is an instance of a signaling game of the type initially
introduced by Lewis [26]. Such games are a valuable tool for exploring pragmatic inferences in
context, and experiments testing the RSA framework have used games of this type to make
quantitative measurements of a variety of different inferences. For example, one paper [27] used
a one-shot, web-based paradigm to present participants with geometric shapes in a variety of
different configurations. Using a betting paradigm (participants were asked to distribute US$100
between response options), a set of experiments collected separate judgments about what a
speaker would say, what a listener would interpret, and the baseline expectations for reference
[corresponding to the prior PðwÞ]. The RSA model showed a tight fit to listeners’ aggregate
judgments when combined with empirical measurements of the prior distribution: PS and PL

models correlated strongly with participants’ average bets on what to say and how to interpret,
respectively.

Although in this initial work RSA was used to simulate the behavior of both speakers and
listeners, most subsequent work has focused on the behavior of listeners alone. This work

Glasses

Glasses

Hat

Lit

S

My friend has
glasses.

SpeakerL

Figure 1. Application of Rational Speech Act-Style Reasoning to a Signaling Game. The three faces along the
bottom show the signaling game context. Agents are depicted as reasoning recursively about one another's beliefs: listener
L reasons about an internal representation of a speaker S, who in turn is modeled as reasoning about a simplified literal
listener, Lit. Boxes around targets in the reference game denote interpretations available to a particular agent.

Trends in Cognitive Sciences, November 2016, Vol. 20, No. 11 821

From Goodman and Frank 2016
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Attending to the questions under discussion

Context: Homer calls a hotel.

Homer: Is Lisa Simpson in Room 10?
Clerk A: She’s in room 20.
Clerk B: #No.

Which room is Lisa in?

Is Lisa in 10? Is Lisa in 20? Is Lisa in 30?

17 / 68
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Other phenomena involving reasoning about other minds

1 I think this is the way to the library. [politeness]

2 Would you mind if I stole your pen for a second? [politeness]

3 He’s not exactly a genius/idiot. [irony]

4 Great idea! [sarcasm(?)]

5 Any chance we can sort this out here, officer? [bribery(?)]

6 It’d be a shame if something happened to your dog. [threat(?)]

18 / 68
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Natural language use is social
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2 Reasoning about other minds

3 Natural language as social

4 Examples of grounded NLU systems
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Lexical pacts

Round 1: All right, the next
one looks like a person who’s
ice skating, except they’re
sticking their arms out in front.

Round 2: Um, the next one’s
the person ice skating that has
arms out.

[. . . ]

Round 6: The ice skater.

(Clark and Wilkes-Gibbs 1986)
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Style matching (alignment)
When interacting, people unconsciously align their communicative
behaviors at many levels:

• Posture

• Head nodding

• Speech rate

• Pause length

• Backchannel

• Self-disclosure

• Function word rates

• Concept naming

(Niederhoffer and Pennebaker 2002; Danescu-Niculescu-Mizil
et al. 2013; Doyle et al. 2016; Srivastava et al. 2016)
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Shared assumptions and Winograd sentences

1 The council refused the demonstrators a permit because they
feared violence. Who feared violence?
The council/The demonstrators

2 The council refused the demonstrators a permit because they
advocated violence. Who advocated violence?
The council/The demonstrators

3 Sandy told Kim how to fix the air conditioner.

• Sandy is a master plumber; Kim is an apprentice.
• Kim felt grateful/annoyed.

4 Sandy told Kim how to fix the air conditioner.

• Kim is a master plumber; Sandy is an apprentice.
• Kim felt grateful/annoyed.

(Winograd 1972; Levesque 2013)
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Sociolinguistic variationThe indexical field for -ing/in’

Campbell-Kibler 2007, American Speech
Eckert 2008, Journal of Sociolinguistics

Uneducated

Educated

Relaxed Formal Effortful Easygoing/Lazy

Articulate/Pretentious

Inarticulate/Unpretentious

(Campbell-Kibler 2007; Eckert 2008)
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Consequences for NLU

• Human children are the best agents in the universe at
learning language, and they depend heavily on grounding.

• Problems that are intractable without grounding are solvable
with the right kinds of grounding.

• Deep learning is a flexible toolkit for reasoning about different
kinds of information in a single model, so it’s lead to
conceptual and empirical improvements in this area.

• We should seek out (and develop) data sets that include the
right kind of grounding.
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Some grounded NLU systems

1 Natural language is situated

2 Reasoning about other minds

3 Natural language as social

4 Examples of grounded NLU systems

5 Decision theoretic NLU agents

6 Conclusion
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Hard-wired indexical assumptions

• I picks out the current user.

• you is the agent.

• Kathryn is a distribution over names in the address book.

• now includes the current time.

• here includes the current location (size set by current task?)

• Chicago is a distribution over music, movies, or locations,
biased by the current location.

• . . .
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The COREF system (DeVault and Stone)
COREF and its human interlocutor collaborate on a simple
referential task, improving forms and resolving ambiguities using
contextual and linguistic information.

Appears in DECALOG 2007. 3

make a collaborative agent more flexible. An
agent that demands a clear context but lacks the re-
sources to clarify something may have no recourse
but to take a “downdate” action—to signal to the
user that their intended contribution was not un-
derstood, and discard any alternative possible con-
tents. If the agent can proceed, however, the agent
may get evidence from what happens next to re-
solve its uncertainty and complete the task.
We view uncertainty management and context

update as necessary but independent processes;
this positions our work between the two traditions.
We follow more applied work in representing un-
certainty in the context probabilistically, and mod-
eling grounding and clarification as collaborative
mechanisms interlocutors can use to reduce but
perhaps not eliminate this uncertainty. But we fol-
low deeper models in using a precise dynamic se-
mantics to characterize the evolving utterance con-
text and its effects on utterance interpretation.

3 Technical Approach

We present our ideas through examples of ref-
erential communication. Our specific setting is
based on the collaborative reference task studied
in pairs of human subjects by Clark and Wilkes-
Gibbs (1990). Each interlocutor perceives a col-
lection of visual objects, as illustrated in Figures
1–2. The interlocutors perceive identical objects,
but with shuffled spatial locations. One interlocu-
tor, who we call the director, sees a target object
highlighted on their display with an arrow, and is
charged with conveying to their partner, who we
call the matcher, which of the displayed objects is
the target. The interlocutors go through the objects
one by one, with the matcher attempting to iden-
tify and click on the correct target at each step.
We have implemented an agent COREF which

can participate in these dialogues (DeVault and
Stone, 2006). Figure 2 shows a sample interac-
tion between COREF and a human user. We will
use this interaction to illustrate how COREF frames
clarification as an ambiguity management prob-
lem. Here, COREF has perceived an ambiguity in
the user’s intention in uttering it is brown, and de-
cides to clarify with do you mean dark brown?
The model that realizes COREF’s behavior here

incorporates three new principles. First, the model
exposes ambiguity about what the user means as
uncertainty in the dialogue state that results from
the user’s utterance. Here COREF assumes that

possible
contexts

agent actor

c1 COREF: is the target pink?
c2 A18: no
c3 A18: it is brown

c4l, c4d COREF: do you mean dark brown?
c5l, c5d A18: yes

c6 COREF ( privately adds
the brown diamond )

c6 COREF: done

Figure 2: COREF asks a clarification question.

the user intends to identify the color of the tar-
get object with it is brown and therefore finds two
possible interpretations: one for the dark brown
color of the empty diamond and one for the light
brown color of the solid square. After the utter-
ance, COREF is uncertain about which meaning
was intended and thus which constraint the user
has contributed.
Second, the model allows the specification of

dialogue strategies that allow COREF to proceed
with appropriate high-level dialogue moves de-
spite having more than one alternative for what the
context is. Here COREF settles on a clarification
move, because we have specified a policy of clar-
ifying ambiguities reflecting different constraints
on the target object. In other kinds of uncertain
contexts, COREF will proceed without clarifying.
Third, COREF plans its generation decisions so

that the user will recover a specific and useful in-
terpretation of what it says no matter what the con-
text is. Here COREF explicitly constructs the utter-
ance do you mean dark brown by carrying out an
incremental derivation using a lexicalized gram-
mar. The rich representation of the utterance con-
text allows the system to recognize the applicabil-
ity of forms that cohere with what has gone before,
such as the use of the frame do you mean to refer
to content from the previous utterance, whatever it
may have been. The model predicts that this un-
derspecification is unproblematic, but predicts that
the ambiguity of brown must be eliminated and

model: see Section 2. A user study with this sys-
tem, described in Section 3, shows that this sys-
tem can, in the course of interacting with its users,
discover the correct interpretations of many poten-
tially ambiguous utterances. The system thereby
automatically acquires a body of training data in
its native representations. We use this data to build
a maximum entropy model of pragmatic interpre-
tation in our referential communication task. After
training, we correctly resolve 81% of the ambigu-
ities left open in our handcrafted baseline.

2 Contribution tracking

We continue a tradition of research that uses sim-
ple referential communication tasks to explore the
organization and processing of human–computer
and mediated human–human conversation, includ-
ing recently (DeVault and Stone, 2007; Gergle
et al., 2007; Healey and Mills, 2006; Schlangen
and Fernández, 2007). Our specific task is a two-
player object-identification game adapted from the
experiments of Clark and Wilkes-Gibbs (1986)
and Brennan and Clark (1996); see Section 2.1.
To play this game, our agent, COREF, inter-
prets utterances as performing sequences of task-
specific problem-solving acts using a combination
of grammar-based constraint inference and abduc-
tive plan recognition; see Section 2.2. Crucially,
COREF’s capabilities also include the ambiguity
management skills described in Section 2.3, in-
cluding policies for asking and answering clarifi-
cation questions.

2.1 A referential communication task
The game plays out in a special-purpose graphical
interface, which can support either human–human
or human–agent interactions. Two players work
together to create a specific configuration of ob-
jects, or a scene, by adding objects into the scene
one at a time. Their interfaces display the same set
of candidate objects (geometric objects that differ
in shape, color and pattern), but their locations are
shuffled. The shuffling undermines the use of spa-
tial expressions such as “the object at bottom left”.
Figures 1 and 2 illustrate the different views.1

1Note that in a human–human game, there are literally
two versions of the graphical interface on the separate com-
puters the human participants are using. In a human–agent
interaction, COREF does not literally use the graphical inter-
face, but the information that COREF is provided is limited
to the information the graphical interface would provide to a
human participant. For example, COREF is not aware of the
locations of objects on its partner’s screen.

Present: [c4, Agent], Active: [] 

Skip this objectContinue (next object) or You (c4:) 

c4: brown diamond

c4: yes
History  

Candidate Objects    Your scene    

Figure 1: A human user plays an object identifi-
cation game with COREF. The figure shows the
perspective of the user (denoted c4). The user is
playing the role of director, and trying to identify
the diamond at upper right (indicated to the user
by the blue arrow) to COREF.

Present: [c4, Agent], Active: [] 

Skip this object or You (Agent:) 

c4: brown diamond

c4: yes
History  

Candidate Objects    Your scene    

Figure 2: The conversation of Figure 1 from
COREF’s perspective. COREF is playing the role
of matcher, and trying to determine which object
the user wants COREF to identify.

As in the experiments of Clark and Wilkes-
Gibbs (1986) and Brennan and Clark (1996), one
of the players, who plays the role of director,
instructs the other player, who plays the role of
matcher, which object is to be added next to the
scene. As the game proceeds, the next target ob-
ject is automatically determined by the interface
and privately indicated to the director with a blue
arrow, as shown in Figure 1. (Note that the corre-
sponding matcher’s perspective, shown in Figure
2, does not include the blue arrow.) The director’s
job is then to get the matcher to click on (their ver-
sion of) this target object.

To achieve agreement about the target, the two
players can exchange text through an instant-
messaging modality. (This is the only communi-
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(DeVault and Stone 2007, 2009)
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The Rational Speech Acts Model
Pragmatic listener

l1(w | msg, Lex) = pragmatic speaker × state prior

Pragmatic speaker

s1(msg | w, Lex) = literal listener −message costs

Literal listener

l0(w | msg, Lex) = lexicon × state prior

28 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

RSA listener example
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glasses T T
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l0
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beard 1 0

glasses .25 .75
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Limitations

• Hand-specified lexicon

• Reasoning about all possible utterances?

s1(msg | w, Lex) =
l0(w | msg, Lex)∑

msg′ l0(w | msg′, Lex)

• High-bias model; few chances to learn from data

beard 1 0

glasses .25 .75
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Golland et al. (2010)
Pioneering pragmatic speaker and listener agents:

• The speaker observes a
referent w and chooses a
message msg by reasoning
pragmatically about the
lexicon.

• The listener observes the
speaker’s msg and chooses a
referent w′.

• Ther shared utility is based
on w and w′.

• Complex utterances are
interpreted compositionally, in
terms of distributions over
possible referents.

A Game-Theoretic Approach to Generating Spatial Descriptions

Dave Golland
UC Berkeley

Berkeley, CA 94720
dsg@cs.berkeley.edu

Percy Liang
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Berkeley, CA 94720
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Dan Klein
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Abstract

Language is sensitive to both semantic and
pragmatic effects. To capture both effects,
we model language use as a cooperative game
between two players: a speaker, who gener-
ates an utterance, and a listener, who responds
with an action. Specifically, we consider the
task of generating spatial references to ob-
jects, wherein the listener must accurately
identify an object described by the speaker.
We show that a speaker model that acts op-
timally with respect to an explicit, embedded
listener model substantially outperforms one
that is trained to directly generate spatial de-
scriptions.

1 Introduction

Language is about successful communication be-
tween a speaker and a listener. For example, if the
goal is to reference the target object O1 in Figure 1,
a speaker might choose one of the following two ut-
terances:

(a) right of O2 (b) on O3

Although both utterances are semantically correct,
(a) is ambiguous between O1 and O3, whereas (b)
unambiguously identifies O1 as the target object,
and should therefore be preferred over (a). In this
paper, we present a game-theoretic model that cap-
tures this communication-oriented aspect of lan-
guage interpretation and generation.

Successful communication can be broken down
into semantics and pragmatics. Most computational

Figure 1: An example of a 3D model of a room. The
speaker’s goal is to reference the target object O1 by de-
scribing its spatial relationship to other object(s). The
listener’s goal is to guess the object given the speaker’s
description.

work on interpreting language focuses on compo-
sitional semantics (Zettlemoyer and Collins, 2005;
Wong and Mooney, 2007; Piantadosi et al., 2008),
which is concerned with verifying the truth of a sen-
tence. However, what is missing from this truth-
oriented view is the pragmatic aspect of language—
that language is used to accomplish an end goal, as
exemplified by speech acts (Austin, 1962). Indeed,
although both utterances (a) and (b) are semantically
valid, only (b) is pragmatically felicitous: (a) is am-
biguous and therefore violates the Gricean maxim
of manner (Grice, 1975). To capture this maxim, we
develop a model of pragmatics based on game the-
ory, in the spirit of Jäger (2008) but extended to the
stochastic setting. We show that Gricean maxims
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Tellex et al.’s (2014) Inverse Semantics

Robots and humans collaborate to assemble IKEA furniture:

• “Our approach views the
language generation problem
as inverse language
understanding”

• “By modeling the probability of
a human misinterpreting the
request, the robot is able to
generate targeted requests that
humans follow more quickly and
accurately [. . . ]”

• Robot utterances are scored by
models similar to RSA’s
pragmatic speakers.

“Help me” (S0) “Help me.”
Templates “Please hand me part 2.”
G3 S1 “Give me the white leg.”
G3 S2 “Give me the white leg that is on the black table.”

Hand-written “Take the table leg that is on the table and place it in
the robot’s hand.”

Fig. 5. Scene from our dataset and the requests generated by each approach.

F. Training

We trained the model for understanding language following
the same procedure as Tellex et al. [22]. We collected a new
dataset of natural language requests given by a human to
another human in the furniture assembly domain. We created
twenty-one videos of a person executing a task involved in
assembling a piece of furniture. For example, one video shows
a person screwing a table leg into a table, and another shows a
person handing a table leg to a second person. Each video has
an associated context consisting of the locations, geometries,
and trajectories of the people and objects, produced with
VICON. We asked annotators on Amazon Mechanical Turk
to view the videos and write a natural language request they
would give to ask one of the people to carry out the action
depicted in the video. Then we annotated requests in the video
with associated groundings in the VICON data. The corpus
contains 326 requests with a total of 3279 words. In addition
we generated additional positive and negative examples for the
specific words in our context-free grammar.

V. EVALUATION

The goal of our evaluation was to assess whether our algo-
rithms increase the effectiveness of a person’s help, or in other
words, to enable them to more quickly and accurately provide
help to the robot. To evaluate whether our algorithms enable
a human to accurately provide help compared to baselines,
we use an online corpus-based evaluation. We conducted a
real-world user study to assess whether our leading algorithm
improves the speed and accuracy of a person’s help to a team
of autonomous robots engaged in a real-world assembly task.

A. Corpus-Based Evaluation

Our online evaluation used Amazon Mechanical Turk
(AMT) to measure whether people could use generated help
requests to infer the action that the robot was asking them
to perform. We presented a worker on AMT with a picture
of a scene, showing a robot, a person, and various pieces of
furniture, together with the text of the robot’s request for help.
Figure 5 shows an example initial scene, with several different

TABLE II
FRACTION OF CORRECTLY FOLLOWED REQUESTS

Metric % Success 95% Confidence

Chance 20.0
“Help me” Baseline (S0) 21.0 ±8.0
Template Baseline 47.0 ±5.7
G3 Inverse Semantics with S1 52.3 ±5.7
G3 Inverse Semantics with S2 64.3 ±5.4
Hand-Written Requests 94.0 ±4.7

requests for help generated by different algorithms, all asking
the human to carry out the same action. Next, we showed
the worker five videos of a human taking various actions
in the scene in response to the requests. We asked them to
choose the video that best matched the request for help. We
chose actions to film based on actions that would recover from
typical failures that the robots might encounter. A trial consists
of a worker viewing an initial scene paired with a request for
help and then choosing a corresponding video.

We created a dataset consisting of twenty trials by construct-
ing four different initial scenes and filming an actor taking
five different actions in each scene. We present results for the
four automatic methods described in Section IV, as well as a
baseline consisting of hand-written requests which we created
to be clear and unambiguous. Figure 6 shows the four initial
scenes paired with handwritten help requests. For the “help
me” and hand-written baselines, we issued each of the twenty
generated requests to five subjects, for a total of 100 trials.
We issued each request in the template and G3 approaches to
fifteen users for a total of 300 trials. We assumed the robot had
accurate perceptual access to the objects in the environment
and their locations using the VICON system. Results appear
in Table II.

Our results show that the “Help me” baseline performs at
chance, whereas the template baseline and the G3 inverse
semantics model both improved performance significantly.
The S1 model may have improved performance over the
template baseline, but these results do not rise to the level
of statistical significance. The S2 model, however, realizes a
significant improvement, p = 0.002 by Student’s t-test, due to
its more specific requests, which model the uncertainty of the
listener. These results demonstrate that our model successfully
generates help requests for many conditions.

Most failures occurred due to ambiguity in the language,
even in sentences generated by the S2 model. For example,
many people confused “the white leg that is near the black
table” with “the white leg that is under the black table.” Adding
more prepositions, such as “next to” would address this issue
by enabling the algorithm to generate more specific referring
expressions that more accurately match people’s expectations.

B. User Study

In our experiment, humans and robots collaborated to as-
semble IKEA furniture. The study split participants into two
conditions using a between-subjects design, with 8 subjects
in each condition. In the baseline condition, robots requested

“Help me” (S0) “Help me.”
Templates “Please hand me part 2.”
G3 S1 “Give me the white leg.”
G3 S2 “Give me the white leg that is on the black table.”

Hand-written “Take the table leg that is on the table and place it in
the robot’s hand.”

Fig. 5. Scene from our dataset and the requests generated by each approach.

F. Training

We trained the model for understanding language following
the same procedure as Tellex et al. [22]. We collected a new
dataset of natural language requests given by a human to
another human in the furniture assembly domain. We created
twenty-one videos of a person executing a task involved in
assembling a piece of furniture. For example, one video shows
a person screwing a table leg into a table, and another shows a
person handing a table leg to a second person. Each video has
an associated context consisting of the locations, geometries,
and trajectories of the people and objects, produced with
VICON. We asked annotators on Amazon Mechanical Turk
to view the videos and write a natural language request they
would give to ask one of the people to carry out the action
depicted in the video. Then we annotated requests in the video
with associated groundings in the VICON data. The corpus
contains 326 requests with a total of 3279 words. In addition
we generated additional positive and negative examples for the
specific words in our context-free grammar.

V. EVALUATION

The goal of our evaluation was to assess whether our algo-
rithms increase the effectiveness of a person’s help, or in other
words, to enable them to more quickly and accurately provide
help to the robot. To evaluate whether our algorithms enable
a human to accurately provide help compared to baselines,
we use an online corpus-based evaluation. We conducted a
real-world user study to assess whether our leading algorithm
improves the speed and accuracy of a person’s help to a team
of autonomous robots engaged in a real-world assembly task.

A. Corpus-Based Evaluation

Our online evaluation used Amazon Mechanical Turk
(AMT) to measure whether people could use generated help
requests to infer the action that the robot was asking them
to perform. We presented a worker on AMT with a picture
of a scene, showing a robot, a person, and various pieces of
furniture, together with the text of the robot’s request for help.
Figure 5 shows an example initial scene, with several different

TABLE II
FRACTION OF CORRECTLY FOLLOWED REQUESTS

Metric % Success 95% Confidence

Chance 20.0
“Help me” Baseline (S0) 21.0 ±8.0
Template Baseline 47.0 ±5.7
G3 Inverse Semantics with S1 52.3 ±5.7
G3 Inverse Semantics with S2 64.3 ±5.4
Hand-Written Requests 94.0 ±4.7

requests for help generated by different algorithms, all asking
the human to carry out the same action. Next, we showed
the worker five videos of a human taking various actions
in the scene in response to the requests. We asked them to
choose the video that best matched the request for help. We
chose actions to film based on actions that would recover from
typical failures that the robots might encounter. A trial consists
of a worker viewing an initial scene paired with a request for
help and then choosing a corresponding video.

We created a dataset consisting of twenty trials by construct-
ing four different initial scenes and filming an actor taking
five different actions in each scene. We present results for the
four automatic methods described in Section IV, as well as a
baseline consisting of hand-written requests which we created
to be clear and unambiguous. Figure 6 shows the four initial
scenes paired with handwritten help requests. For the “help
me” and hand-written baselines, we issued each of the twenty
generated requests to five subjects, for a total of 100 trials.
We issued each request in the template and G3 approaches to
fifteen users for a total of 300 trials. We assumed the robot had
accurate perceptual access to the objects in the environment
and their locations using the VICON system. Results appear
in Table II.

Our results show that the “Help me” baseline performs at
chance, whereas the template baseline and the G3 inverse
semantics model both improved performance significantly.
The S1 model may have improved performance over the
template baseline, but these results do not rise to the level
of statistical significance. The S2 model, however, realizes a
significant improvement, p = 0.002 by Student’s t-test, due to
its more specific requests, which model the uncertainty of the
listener. These results demonstrate that our model successfully
generates help requests for many conditions.

Most failures occurred due to ambiguity in the language,
even in sentences generated by the S2 model. For example,
many people confused “the white leg that is near the black
table” with “the white leg that is under the black table.” Adding
more prepositions, such as “next to” would address this issue
by enabling the algorithm to generate more specific referring
expressions that more accurately match people’s expectations.

B. User Study

In our experiment, humans and robots collaborated to as-
semble IKEA furniture. The study split participants into two
conditions using a between-subjects design, with 8 subjects
in each condition. In the baseline condition, robots requested
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Andreas and Klein (2016)
The speaker observes w and seeks to choose an utterance that
maximizes the probability that a listener would pick out w:

A	reasoning	speaker	(S1)

33

Literal  
speaker

The	sun	is	in	 
the	sky

Jenny	is	standing  
next	to	Mike

Literal  
listener

0.91-λ

0.51-λ

0.71-λ

Mike	is  
a	baseball	bat

0.05

0.09

0.08

*	0.05λ

*	0.09λ

*	0.09λ

(Diagram from Jacob Andreas)

It is intractable to reason about all utterances, so the pragmatic
speaker samples utterances from the literal speaker.
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Colors in context

Context Utterance

xxxx xxxx xxxx blue

xxxx xxxx xxxx The darker blue one

xxxx xxxx xxxx dull pink not the super
bright one

xxxx xxxx xxxx Purple

xxxx xxxx xxxx blue

Table: Example from the Colors in Context corpus from the Stanford
Computation & Cognition Lab
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Literal neural speaker S0

c1 c2 cT

h h; 〈s〉 h; x1 h; x2

x1 x2 〈/s〉

LSTM

Fully connected

softmax
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Neural literal listener L0

x1 x2 x3

(µ,Σ) c1 c2 c3

• • •

c3

Embedding

LSTM

Softmax
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Neural pragmatic agents

Neural pragmatic speaker (Andreas and Klein 2016)

S1(msg | c,C; θ) =
L0(c | msg,C; θ)∑

msg′∈X L0(c | msg′,C; θ)

where X is a sample from S0(msg | c,C; θ) such that msg∗ ∈ X .

Neural pragmatic listener

L1(c | msg,C; θ) ∝ S1(msg | c,C; θ)

Blended neural pragmatic listener
Weighted combination of L0 and L1.
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Pragmatic image captioning
Mao et al. (2016); Vedantam et al. (2017): Captions that are true
and distinguish their images from related ones.

Reasoning about all possible utterances/captions?

⇒ Sample from S0

⇒ Full RSA reasoning about characters

(Cohn-Gordon et al. 2018)
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Sentiment and social networksIn an hour from now…

I actually kind of liked it.

Bla bla … 
sentiment … 
bla bla bla … 
networks …

Dude, that was even 
more boring than his 

gray shirt, eh?!

Yeah right. Great 
talk… He didn’t even 

talk about deep 
learning.

(West et al. 2014)
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Sentiment and social networks

(West et al. 2014)
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PLOW: webpage structure as context

match is found, it resorts to using just structural properties 
of the DOM tree. 

PLOW uses the best match to synthesize a retrieval rule 
for future use in finding the text field. It attempts to pro-
duce a rule that generalizes away from the specific onto-
logical concept *FULLNAME and could apply to any con-
cept (a natural language gloss of the rule is shown on the 
right hand side of Figure 4).  

After learning this rule based on a single example, 
PLOW can not only perform the action “find the author 
field” on this site, but actually can find other text fields on 
the site (for example, the book title field). In an evaluation 
of this technique, we determined that after learning how to 
find the “books” tab, it successfully found other tabs 95% 
of the time on Barnes & Noble’s website, and 98% on 
Amazon (for details and other examples, see Chambers et 
al, 2006). 

Learning Effective Parameterization 

One of the main challenges to learning even simple 
straight-line procedures is identifying the appropriate pa-
rameterization. When an object is used in a demonstration, 
the system has to be able to determine whether it is simply 
being used as an example and as an input parameter, 
whether it should be a constant in the procedure, or 
whether is has some relational dependency to other pa-
rameters already in the procedure. In addition, PLOW must 
determine which parameters are needed as the output pa-
rameters of the procedure.  

With traditional techniques for learning from observa-
tion, it is impossible to identify such information reliably 
from one example. With additional information from lan-
guage, however, we can generalize from one example quite 
effectively. Figure 5 shows excerpts from an actual dia-
logue for finding hotels near an address and the key fea-
tures PLOW used to derive its interpretation. First, much 
information can be obtained from language through the 
definiteness feature. An indefinite noun phrase such as “an 
address” is very likely to be an input parameter, and a defi-
nite noun phrase is not. In general, definite noun phrases 
are resolved using TRIPS’ reference resolution capability, 

capability, connecting the same instances of the parameters 
as they are used in the task. In the case of “the zip code”,
the reference resolution component handles the bridging 
reference using ontological information to interpret this as 
the zip code of the previously mentioned address.  

Learning Hierarchical Structure 

For the challenge of identifying the appropriate task hierar-
chy, the PLOW system uses a simple strategy for identify-
ing the beginning of new subprocedures: Any statement 
that explicitly identifies a goal, e.g., “Now let me show you 
how to …” or “Now we need to find the zip code”, is 
treated as the beginning of a new procedure to accomplish 
the mentioned goal. In order to work effectively, however, 
the user needs to explicitly indicate when the subprocedure 
is completed (e.g., “We’re done here” or “We’re done find-
ing the zip code”). This requirement may not be completely 
natural, but we have found anecdotally that it is easy to 
pick up and remains intuitive. 

Learning Iteration 

Learning iterative procedures in one shot is a significant 
challenge for several reasons, including the fact that users 

Figure 4: Learning to find and fill a text field

Utterance Interpretation Key Features 

hotels -> Out-
put Parameter 
(list of hotels) 

- Bare plural 
- Object of information-
producing action “find” 

Let me 
show you 
how to find 
hotels near 
an address 

an address -> 
input parameter
of type address 

- Indefinite 
- No deictic action 

Put hotels 
here

hotels -> con-
stant 

- Bare plural 
- Identical to the text 
typed in the user action 

Put the zip 
code here 

the zip code -> 
function on 
address pa-
rameter 

- Definite reference 
- Ontology (zip code is 
role of address) 

Figure 5: Interpreting Noun Phrases 

1517

• Learning rules of the form ‘If A, then B, else C’ is a challenge
because the latent variable A is generally not observed.
Rather, one sees only B or C.

• In an interactive, instructional setting, one needn’t rely entirely
on abduction or probabilistic inference: users generally state
the needed rules during their interactions.

(Allen et al. 2007)
40 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

PLOW: webpage structure as context

1
The user’s actions ground the
parsed language.
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2 The DOM structure grounds the user’s indexicals: referential
devices.

• Put the name here. (user clicks on the DOM element)
• This is the ISBN number. (user highlights some text)
• Find another tab. (user has selected a tab)

3 Indefinites mark new info; definites refer to established info:
• A man walked in. He/The man looked tired.
• an address ⇒ new input parameter
• the address ⇒ existing input parameter
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Common themes

• These systems draw on both speaker and listener
perspectives, drawing on the insight that most humans play
both roles as well.

• They mix linguistic and non-linguistic information.

• They seek to learn context-dependent meanings.

• They draw insights from linguistics and cognitive psychology,
but they confront the scalability issues of NLP.

41 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

Decision theoretic NLU agents

1 Natural language is situated

2 Reasoning about other minds

3 Natural language as social

4 Examples of grounded NLU systems

5 Decision theoretic NLU agents

6 Conclusion
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A decision-theoretic framework for dialogue agents

Figure: MDP
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Figure 3: The decision diagram for the ListenerBot POMDP, the full Dec-POMDP, and the DialogBot ap-
proximation POMDP. The ListenerBot (a) only considers his own location p and the card location c. In the
full Dec-POMDP (b), both agents receive individual observations and choose actions independently. Opti-
mal decision making requires tracking all possible histories of beliefs of the other agent. In diagram (c), Di-
alogBot approximates the full Dec-POMDP as single-agent POMDP. At each time step, DialogBot marginal-
izes out the possible observations ō that ListenerBot received, yielding an expected belief state b̄.

Initial Belief State The initial belief state, b0 2
D(S), is a distribution over the state space S. Lis-
tenerBot begins each game with a known initial lo-
cation p0 but a uniform distribution over the location
of the card c:

b0(p,c) =

(
1

Nregions
p = p0

0 otherwise

Belief Update and Decision Making The key de-
cision making problem in POMDPs is the construc-
tion of a policy p : D(S)! A, a function from beliefs
to actions which dictates how the agent acts. Deci-
sion making in POMDPs proceeds as follows. The
world starts in a hidden state s0 ⇠ b0. The agent
executes action a0 = p(b0). The underlying hid-
den world state transitions to s1 ⇠ T (s0|a0,s0), the
world generates observation o0 ⇠ W(o|s1,a0), and
the agent receives reward R(s0,a0). Using the obser-
vation o0, the agent constructs a new belief b1 2D(S)
using Bayes’ rule:

bat ,ot
t+1 (s0) = Pr(s0|at ,ot ,bt)

=
Pr(ot |at ,s0,bt)Pr(s0|at ,bt)

Pr(ot |bt ,at)

=
W(ot |s0,at)Âs2S T (s0|at ,s)bt(s)

Âs00 W(ot |s00,at)Âs2S T (s00|at ,s)bt(s)
This process is referred to as belief update and is
analogous to the forward algorithm in HMMs. To in-
corporate communication into the standard POMDP

model, we consider observations (o,s) 2 O ⇥ S
which are a combination of a perceptual observation
o and a received message s . The semantics of the
message s is included in the belief update equation
using Pr(s|s), derived in Equation 1:

ba,o,s (s0) =

W(o|s0,a) Pr(s0|s)Pr(s)
Âs 02S Pr(s0|s 0)Pr(s 0) Âs2S T (s0|a,s)b(s)

Âs002S W(o|s00,a) Pr(s00|s)Pr(s)
Âs 02S Pr(s00|s 0)Pr(s 0) Âs2S T (s00|a,s)b(s)

Using this new belief state b1, the agent selects an
action a1 = p(b1), and the process continues. An
initial belief state b0 and a policy p together define
a Markov chain over pairs of states and actions.

For a given policy p , we define a value function
V p : D(S) ! R which represents the expected dis-
counted reward with respect to that Markov chain:

V p(b0) =
•

Â
t=0

g t E[R(bt ,at)|b0,p]

The goal of the agent is find a policy p⇤ which max-
imizes the value of the initial belief state:

p⇤ = argmax
p

V p(b0)

Exact computation of p⇤ is PSPACE-complete (Pa-
padimitriou and Tsitsiklis, 1987), making approx-
imation algorithms necessary for all but the sim-
plest problems. We use Perseus (Spaan and Vlassis,
2005), an anytime approximate point-based value it-
eration algorithm.
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Belief Update and Decision Making The key de-
cision making problem in POMDPs is the construc-
tion of a policy p : D(S)! A, a function from beliefs
to actions which dictates how the agent acts. Deci-
sion making in POMDPs proceeds as follows. The
world starts in a hidden state s0 ⇠ b0. The agent
executes action a0 = p(b0). The underlying hid-
den world state transitions to s1 ⇠ T (s0|a0,s0), the
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model, we consider observations (o,s) 2 O ⇥ S
which are a combination of a perceptual observation
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message s is included in the belief update equation
using Pr(s|s), derived in Equation 1:
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initial belief state b0 and a policy p together define
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For a given policy p , we define a value function
V p : D(S) ! R which represents the expected dis-
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Figure: Dec-POMDP
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Scenario
Both players must find the ace of spades. DialogBot:

(Adapted from the Cards Corpus of Potts 2012)
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POMDPs and approximate Dec-POMDPs

We want our agent to:

• Make moves that are likely to lead it to the card.

• Change its behavior based on observations it receives.

• Respond to locative advice from the other player.

• Give locative advice to the other player.

Modeling the problem as a POMDP allows us to train agents that
have these properties.
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Grounded language interpretation

“in the bottom you see the
opening on the bottom row”

⇓

BOARD(entrance & bottom); H : 5.48

“in the top right of the
middle part of the board”

⇓

middle(top & right); H : 5.27

“i’m in the center”
⇓

BOARD(middle); H : 7.37
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POMDPs
The agent has only probabilistic information about its current state
(and the effects of its actions are non-deterministic, as in MDPs).

Definition (POMDP)
A POMDP is a structure (S,A ,R ,T ,Ω,O):

• (S,A ,R ,T) is an MDP.

• Ω is a finite set of observations.

• O : (A × S × Ω) 7→ [0, 1] is the observation function.

47 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

ListenerBot (a POMDP agent)
• S: all combinations of the player’s region and the card’s region

• b0: initial belief state (distribution over S)

• A : travel actions for each region, and a single search action

• Ω: {AS seen, AS not seen}

• Σ: a set of messages, treated as observations; each message
σ denotes a distribution P(s | σ) over states s. We apply
Bayes rule to incorporate these into the POMDP observations.

• T : distributions P(s′ | s, a), except travel actions fail between
nonadjacent regions

• O : distributions P(o | s, a); travel actions never return positive
observations; search actions return positive observations only
if the player’s current region contains the AS

• R: small negative for not being on the card, large positive for
being on it. No sensitivity to the other player.
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Optimization
A belief state for (S,A ,R ,T ,Ω,O) is a probability distribution b
over S.

P(s, a, o, b) = O(s, a, o)
∑
s′∈S

T(s′, a, s)b(s′) (1)

ba
o (s) =

P(s, a, o, b)∑
s′∈S P(s′, a, o, b)

(2)

Definition (Bellman operator for POMDPs)
Let b be a belief state for (S,A ,R ,T ,Ω,O). Set P0(b ′) = 0 for all
belief states b ′. Then for all t > 0:

Pt (b , a) =

∑
s∈S

b(s)R(s, a)

+ γ
∑
o∈Ω

∑
s∈S

P(s, a, o, b)

Pt−1(ba
o )

where 0 < γ 6 1 is a discounting term.
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Approximate solutions take us (only) part of the way
• An exact solution specifies the value of every action at any

reachable belief state.

• In practice, only approximate solutions are tractable. We used
the PERSEUS solution algorithm (Spaan and Vlassis 2005).

• Even approximate solutions are generally only possible for
problems with < 10K states.

Card location Agent location Partner location Partner’s card beliefs
231 × 231 × 231 × 231

≈ 50K ≈12M ≈3B

Table: Size of the state-space for the one-card game.
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Language as a representation for planning

• Divide the board up into n regions, for some tractable n

• Generate this partition using our locative phrase distributions.

• k -means clustering in locative phrase space.
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Clusters induced

Figure: 12-cell clustering.
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Clusters induced

Figure: 14-cell clustering.
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Clusters induced

Figure: 16-cell clustering.
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Clusters induced

Figure: 18-cell clustering.
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ListenerBot example

ListenerBot:

“it’s on the left side”
⇓

board(left)
⇓
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DialogBot (an approximate Dec-POMDP)

DialogBot is a strict extension of ListenerBot:

• The set of states is now all combinations of
• both players’ positions
• the card’s region
• the region the other player believes the card to be in

• The set of actions now includes dialog actions.

• (The player assumes that) a dialog action U alters the other
player’s beliefs in the same way that U would impact his own
beliefs.

• Same basic reward structure as for Listenerbot, except now
also sensitive to whether the other player has found the card.
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Belief-state approximation

b̄t

b̄o1
t+1

o1

b̄o2
t+1

o2

b̄o1,o1
t+2

o1

b̄o1,o2
t+2

o2

b̄o2,o1
t+2

o1

b̄o2,o2
t+2

o2

(a) Exact multi-agent belief tracking

b̄t
o1

o2
o1

o2

b̄t+1
o1

o2
o1

o2

b̄t+2

(b) Approximate multi-agent belief tracking

Figure 4: Exact multi-agent belief tracking compared with our approximate approach. Each node represents
a belief state. In exact tracking (a), the agent tracks every possible history of observations that its partner
could have received, which grows exponentially in time. In approximate update (b), the agent considers each
possible observation and then averages the resulting belief states, weighted by the probability the other agent
received that observation, resulting in a single summary belief state b̄t+1. Under the QMDP approximation,
the agent considers what action the other agent would have taken if it completely believed the world was in
a certain state. Thus, there are four belief states resulting from b̄t , as opposed to two in the exact case.

1 �s̄� �= s̄. This approach to managing contradiction
is analogous to logical belief revision (Alchourronón
et al., 1985; Gärdenfors, 1988; Fermé and Hansson,
2011).

Speech Actions Speech actions are modeled by
how they change the beliefs of the other agent.
The effects of a speech actions are modeled in
T̄ (s̄�|s�,a,(s, s̄)), our model of how ListenerBot’s be-
liefs change. For a speech action a = say(�) with
� � �,

T̄ (s̄�|s�,a,(s, s̄)) =

�̄
o�O

�
�(ō|s̄�,a, �̄(s̄))Pr(� |s̄�)T (s̄�|a, �̄(s̄), s̄)

�s̄�� �(ō|s̄��,a, �̄(s̄))Pr(� |s̄��)T (s̄��|a, �̄(s̄), s̄)

��(ō|s�,a, �̄(s̄))
�

DialogBot is equipped with the five most
frequent speech actions: BOARD(middle),
BOARD(top), BOARD(bottom), BOARD(left),
and BOARD(right). It produces concrete utterances
by selecting a sentence from the training corpus
with the desired semantics.

Reward DialogBot receives a large reward when
both it and its partner are located on the card, and a
negative cost when moving or speaking:

R((p,c, p̄, c̄),a) =

�
R+ p = c� p̄ = c
R� p �= c� p̄ �= c

DialogBot’s reward is not dependent on the beliefs
of the other player, only the true underlying state of
the world.

6 Experimental Results

We now experimentally evaluate our semantic clas-
sifiers and the agents’ task performance.

6.1 Spatial Semantics Classifiers

We report the performance of our spatial seman-
tics classifiers, although their accuracy is not the fo-
cus of this paper. We use 10-fold cross validation
on a corpus of 577 annotated utterances. We used
simple bag-of-words features, so overfitting the data
with cross validation is not a pressing concern. Of
the 577 utterances, our classifiers perfectly labeled
325 (56.3% accuracy). The classifiers correctly pre-
dicted the domain � of 515 (89.3%) utterances. The

1078

55 / 68



Introduction Situated Other minds Social Grounded NLU systems Decision theoretic NLU agents Conclusion References

How the agents relate to each other

s s0

o o0a

R

(a) ListenerBot POMDP

s s0

o1 o01

o2 o02

a1

a2

R

(b) Full Dec-POMDP

s s0

o o0a

R

s̄ s̄0

(c) DialogBot POMDP

Figure 3: The decision diagram for the ListenerBot POMDP, the full Dec-POMDP, and the DialogBot ap-
proximation POMDP. The ListenerBot (a) only considers his own location p and the card location c. In the
full Dec-POMDP (b), both agents receive individual observations and choose actions independently. Opti-
mal decision making requires tracking all possible histories of beliefs of the other agent. In diagram (c), Di-
alogBot approximates the full Dec-POMDP as single-agent POMDP. At each time step, DialogBot marginal-
izes out the possible observations ō that ListenerBot received, yielding an expected belief state b̄.

Initial Belief State The initial belief state, b0 2
D(S), is a distribution over the state space S. Lis-
tenerBot begins each game with a known initial lo-
cation p0 but a uniform distribution over the location
of the card c:

b0(p,c) =

(
1

Nregions
p = p0

0 otherwise

Belief Update and Decision Making The key de-
cision making problem in POMDPs is the construc-
tion of a policy p : D(S)! A, a function from beliefs
to actions which dictates how the agent acts. Deci-
sion making in POMDPs proceeds as follows. The
world starts in a hidden state s0 ⇠ b0. The agent
executes action a0 = p(b0). The underlying hid-
den world state transitions to s1 ⇠ T (s0|a0,s0), the
world generates observation o0 ⇠ W(o|s1,a0), and
the agent receives reward R(s0,a0). Using the obser-
vation o0, the agent constructs a new belief b1 2D(S)
using Bayes’ rule:

bat ,ot
t+1 (s0) = Pr(s0|at ,ot ,bt)

=
Pr(ot |at ,s0,bt)Pr(s0|at ,bt)

Pr(ot |bt ,at)

=
W(ot |s0,at)Âs2S T (s0|at ,s)bt(s)

Âs00 W(ot |s00,at)Âs2S T (s00|at ,s)bt(s)
This process is referred to as belief update and is
analogous to the forward algorithm in HMMs. To in-
corporate communication into the standard POMDP

model, we consider observations (o,s) 2 O ⇥ S
which are a combination of a perceptual observation
o and a received message s . The semantics of the
message s is included in the belief update equation
using Pr(s|s), derived in Equation 1:

ba,o,s (s0) =

W(o|s0,a) Pr(s0|s)Pr(s)
Âs 02S Pr(s0|s 0)Pr(s 0) Âs2S T (s0|a,s)b(s)

Âs002S W(o|s00,a) Pr(s00|s)Pr(s)
Âs 02S Pr(s00|s 0)Pr(s 0) Âs2S T (s00|a,s)b(s)

Using this new belief state b1, the agent selects an
action a1 = p(b1), and the process continues. An
initial belief state b0 and a policy p together define
a Markov chain over pairs of states and actions.

For a given policy p , we define a value function
V p : D(S) ! R which represents the expected dis-
counted reward with respect to that Markov chain:

V p(b0) =
•

Â
t=0

g t E[R(bt ,at)|b0,p]

The goal of the agent is find a policy p⇤ which max-
imizes the value of the initial belief state:

p⇤ = argmax
p

V p(b0)

Exact computation of p⇤ is PSPACE-complete (Pa-
padimitriou and Tsitsiklis, 1987), making approx-
imation algorithms necessary for all but the sim-
plest problems. We use Perseus (Spaan and Vlassis,
2005), an anytime approximate point-based value it-
eration algorithm.

Figure: In the full Dec-POMDP (b), both agents receive individual
observations and choose actions independently. Optimal decision making
requires tracking all possible histories of beliefs of the other agent.
DialogBot approximates the full Dec-POMDP as single-agent POMDP. At
each time step, DialogBot marginalizes out the possible observations ō
that ListenerBot received, yielding an expected belief state b̄.
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DialogBot and ListenerBot play together

Dialogbot: “Top”

DialogBot beliefs ListenerBot beliefs

DialogBot beliefs:
ListenerBot’s position

DialogBot beliefs:
ListenerBot’s beliefs
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Grown-up DialogBots (a week of policy exploration)
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Baby DialogBots (a few hours of policy exploration)
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Experimental results

Agents Success Average Moves

ListenerBot & ListenerBot 84.4% 19.8
ListenerBot & DialogBot 87.2% 17.5
DialogBot & DialogBot 90.6% 16.6

Table: The evaluation for each combination of agents. 500 random initial
states per agent combination. It pays to model other minds!
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Emergent pragmatics

Quality
• The Gricean maxim of quality says roughly “Be truthful”.

• For DialogBot, this emerges from the decision problem: false
information is (typically) more costly.

• DialogBot would lie if he thought it would move them toward
the objective.

Quantity and Relevance
• The Gricean maxims of quantity and relevance for informative,

timely contributions.

• When DialogBot finds the card, he communicates the
information, not because he is hard-coded to do so, but rather
because it will help the other player find it.
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Conclusion

1 Natural language is situated

2 Reasoning about other minds

3 Natural language as social

4 Examples of grounded NLU systems

5 Decision theoretic NLU agents

6 Conclusion
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Grounding your own NLU systems

There are many kinds of grounding, and even a little bit of
grounding can help. Here are a few ideas for systems that aren’t
designed specifically for grounded language understanding:

• Retrofit word vectors with information from a social graph or
from the environment.

• Connect to a knowledge graph for symbolic reasoning.

• Write feature functions that mix linguistic information with
features from the environment.

• Think about how your system, and your data, can be seen
from speaker and listener perspectives.

• Learn embeddings for non-linguistic entities and combine
them with linguistic embeddings.
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Corpus resources
• SwDA: http://www.stanford.edu/˜jurafsky/ws97/
• SwDA with Treebank3 alignment:
http://compprag.christopherpotts.net/swda.html

• Edinburgh Map Corpus:
http://groups.inf.ed.ac.uk/maptask/

• TRIPS:
http://www.cs.rochester.edu/research/cisd/projects/trips/

• TRAINS:
http://www.cs.rochester.edu/research/cisd/projects/trains/

• Cards: http://CardsCorpus.christopherpotts.net/
• SCARE:
http://slate.cse.ohio-state.edu/quake-corpora/scare/

• The Carnegie Mellon Communicator Corpus:
http://www.speech.cs.cmu.edu/Communicator/

• Facebook negotiation corpus
https://github.com/facebookresearch/end-to-end-negotiator
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Frontiers

• Deeper integration with devices and the environment.

• More sophisticated reasoning about other agents and their
goals.

• Better tracking of full dialogue history; improved discourse
coherence.

• Approximate state representations to address very pressing
scalability issues.
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