Running example Euclidean distance L2 normalization Cosine distance Which to use? Other comparison methods

Distributed word representations:
vector comparison

Chris Potts
Stanford Linguistics

CS 244U: Natural language understanding




Running example Euclidean distance

Running example

dx dy

L2 normalization

Cosine distance

Which to use?

Other comparison methods

2/7



Running example Euclidean distance

Running example

dx

L2 normalization

Cosine distance Which to use?
(10,15)
B
(14,10)
.C
(24)
A

T T T T T 1
9 10 11 12 13 14 15

,_.
~

w
=
o
>
~
-

Other comparison methods

2/7



Running example Euclidean distance L2 normalization Cosine distance Which to use? Other comparison methods

Running example

(10,15)
B

15 4 .

- i (14,10)
d d, w0 .c

T T T T T 1
9 10 11 12 13 14 15

04
-

~

w
=
o
>
~
-

e Focus on distance measures

2/7



Running example Euclidean distance L2 normalization Cosine distance Which to use? Other comparison methods

Running example

(10,15)
B

15 4 .

- ol (14,10)
dX dy 109 'C

T T T T T T T T T T T T 1
0O 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

e Focus on distance measures
o lllustrations with row vectors

2/7



Running example Euclidean distance L2 normalization Cosine distance

Euclidean distance

Definition
Between vectors u and v of dimension n:

Which to use?

Other comparison methods




Running example Euclidean distance L2 normalization Cosine distance

Euclidean distance

Definition
Between vectors u and v of dimension n:

Which to use?

Other comparison methods

dx dy

3/7



Running example Euclidean distance L2 normalization Cosine distance Which to use?

Euclidean distance
Definition
Between vectors u and v of dimension n:

dx dy 114

(10,15)
B

(14,10)

T
10 11 12 13 14 15

Other comparison methods

3/7



Running example Euclidean distance L2 normalization Cosine distance Which to use?

Euclidean distance
Definition
Between vectors u and v of dimension n:

Other comparison methods

12 {2107 +14-15F =13.6
114
dx dy

(10,15)
B

J110- 147 +115-107 = 6.4

(14,10)

s e e e s e e e B}
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

3/7



Running example Euclidean distance L2 normalization Cosine distance Which to use? Other comparison methods

Vector L2 (length) normalization
Definition
Given a vector u of dimension n, the normalization of u is a vector i of
dimension n obtained by dividing each element of u by [|ull = /3L, u,?.




Running example Euclidean distance L2 normalization Cosine distance Which to use? Other comparison methods

Vector L2 (length) normalization
Definition
Given a vector u of dimension n, the normalization of u is a vector i of
dimension n obtained by dividing each element of u by [|ull = /3L, u,.2.

do d,




Running example Euclidean distance L2 normalization Cosine distance Which to use? Other comparison methods

Vector L2 (length) normalization
Definition
Given a vector u of dimension n, the normalization of u is a vector i of
dimension n obtained by dividing each element of u by [|ull = /3L, u,.2.

dy d, dy dy
L2 norm the rows
=

417



Running example Euclidean distance L2 normalization Cosine distance Which to use? Other comparison methods

Vector L2 (length) normalization

Definition
Given a vector u of dimension n, the normalization of u is a vector 0 of
dimension n obtained by dividing each element of u by |jul| = Ty u,.2.
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Deciding which comparison method to use

de d,
Al = 447
Bl = 18.03
ICIl = 17.20

Other comparison methods

A and B closer than B and C?

Euclidean distance No
Cosine distance Yes
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Other comparison methods

e Manhattan distance

o KL divergence

e Symmetric KL divergence
o KL divergence with skew

¢ Jensen—Shannon distance
e Matching coefficient

¢ Dice coefficient

e Jaccard coefficient
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