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SNLI
1. Bowman et al. 2015

2. All the premises are image captions from the Flickr30K corpus (Young
et al. 2014).

3. All the hypotheses were written by crowdworkers.

4. Some of the sentences reflect stereotypes (Rudinger et al. 2017).

5. 550,152 train examples; 10K dev; 10K test

6. Mean length in tokens:
É Premise: 14.1
É Hypothesis: 8.3

7. Clause-types:
É Premise S-rooted: 74%
É Hypothesis S-rooted: 88.9%

8. Vocab size: 37,026

9. 56,951 examples validated by four additional annotators.

É 58.3% examples with unanimous gold label
É 91.2% of gold labels match the author’s label
É 0.70 overall Fleiss kappa

10. Leaderboard: https://nlp.stanford.edu/projects/snli/

2 / 16

https://nlp.stanford.edu/projects/snli/


SNLI MultiNLI ANLI Dynabench Other NLI datasets

Crowdsourcing methodsThe Stanford NLI corpus
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Examples

Premise Relation Hypothesis

A man inspects the uniform of
a figure in some East Asian
country.

contradiction
c c c c c The man is sleeping

An older and younger man
smiling.

neutral
n n e n n Two men are smiling and

laughing at the cats playing
on the floor.

A black race car starts up in
front of a crowd of people.

contradiction
c c c c c A man is driving down a lonely

road.

A soccer game with multiple
males playing.

entailment
e e e e e Some men are playing a sport.

A smiling costumed woman is
holding an umbrella.

neutral
n n e c n A happy woman in a fairy

costume holds an umbrella.
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Event coreference

Premise Relation Hypothesis

A boat sank in the
Pacific Ocean.

contradiction A boat sank in the
Atlantic Ocean.

Ruth Bader Ginsburg
was appointed to the
Supreme Court.

contradiction I had a sandwich for
lunch today

If premise and hypothesis probably describe a different
photo, then the label is contradiction
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Progress on SNLI
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MultiNLI
1. Williams et al. 2018

2. Train premises drawn from five genres:
É Fiction: works from 1912–2010 spanning many genres
É Government: reports, letters, speeches, etc., from government

websites
É The Slate website
É Telephone: the Switchboard corpus
É Travel: Berlitz travel guides

3. Additional genres just for dev and test (the mismatched condition):
É The 9/11 report
É Face-to-face: The Charlotte Narrative and Conversation Collection
É Fundraising letters
É Non-fiction from Oxford University Press
É Verbatim: articles about linguistics

4. 392,702 train examples; 20K dev; 20K test
5. 19,647 examples validated by four additional annotators

É 58.2% examples with unanimous gold label
É 92.6% of gold labels match the author’s label

6. Test-set labels available as a Kaggle competition.
7. Project page: https://www.nyu.edu/projects/bowman/multinli/
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MultiNLI annotations

Matched Mismatched

ACTIVE/PASSIVE 15 10
ANTO 17 20
BELIEF 66 58
CONDITIONAL 23 26
COREF 30 29
LONG_SENTENCE 99 109
MODAL 144 126
NEGATION 129 104
PARAPHRASE 25 37
QUANTIFIER 125 140
QUANTITY/TIME_REASONING 15 39
TENSE_DIFFERENCE 51 18
WORD_OVERLAP 28 37

767 753

8 / 16



SNLI MultiNLI ANLI Dynabench Other NLI datasets

Progress on MultiNLI
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Adversarial NLI dataset (ANLI)

1. Nie et al. 2019b

2. 162,865 labeled examples

3. The premises come from diverse sources.

4. The hypotheses are written by crowdworkers with the
explicit goal of fooling state-of-the-art models.

5. This effort is a direct response to the results and findings
for SNLI and MultiNLI that we just reviewed.
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ANLI dataset creation

1. The annotator is presented with a premise sentence and
a condition (entailment, contradiction, neutral).

2. The annotator writes a hypothesis.

3. A state-of-the-art model makes a prediction about the
premise–hypothesis pair.

4. If the model’s prediction matches the condition, the
annotator returns to step 2 to try again.

5. If the model was fooled, the premise–hypothesis pair is
independently validated by other annotators.
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Additional ANLI details

Round Model Training data Context sources Examples

R1 BERT-large
(Devlin et al. 2019)

SNLI + MultiNLI Wikipedia 16,946

R2 ROBERTa
(Liu et al. 2019)

SNLI + MultiNLI +
NLI-FEVER + R1

Wikipedia 45,460

R3 ROBERTa
(Liu et al. 2019)

SNLI + MultiNLI +
NLI-FEVER + R2

Various 100,459

162,865

• The train sets mix cases where the model’s predictions
were correct and incorrect. The majority of the model
predictions are correct, though.

• The dev and test sets contain only cases where the
model’s prediction was incorrect.
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Dynabench
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Abstract

We introduce Dynabench, an open-source plat-
form for dynamic dataset creation and model
benchmarking. Dynabench runs in a web
browser and supports human-and-model-in-
the-loop dataset creation: annotators seek to
create examples that a target model will mis-
classify, but that another person will not. In
this paper, we argue that Dynabench addresses
a critical need in our community: contempo-
rary models quickly achieve outstanding per-
formance on benchmark tasks but nonethe-
less fail on simple challenge examples and
falter in real-world scenarios. With Dyn-
abench, dataset creation, model development,
and model assessment can directly inform
each other, leading to more robust and infor-
mative benchmarks. We report on four ini-
tial NLP tasks, illustrating these concepts and
highlighting the promise of the platform, and
address potential objections to dynamic bench-
marking as a new standard for the field.

1 Introduction

While it used to take decades for machine learning
models to surpass estimates of human performance
on benchmark tasks, that milestone is now rou-
tinely reached within just a few years for newer
datasets (see Figure 1). As with the rest of AI, NLP
has advanced rapidly thanks to improvements in
computational power, as well as algorithmic break-
throughs, ranging from attention mechanisms (Bah-
danau et al., 2014; Luong et al., 2015), to Trans-
formers (Vaswani et al., 2017), to pre-trained lan-
guage models (Howard and Ruder, 2018; Devlin
et al., 2019; Liu et al., 2019b; Radford et al., 2019;
Brown et al., 2020). Equally important has been the
rise of benchmarks that support the development of
ambitious new data-driven models and that encour-
age apples-to-apples model comparisons. Bench-
marks provide a north star goal for researchers, and

Figure 1: Benchmark saturation over time for popular
benchmarks, normalized with initial performance at mi-
nus one and human performance at zero.

are part of the reason we can confidently say we
have made great strides in our field.

In light of these developments, one might be
forgiven for thinking that NLP has created mod-
els with human-like language capabilities. Prac-
titioners know that, despite our progress, we are
actually far from this goal. Models that achieve
super-human performance on benchmark tasks (ac-
cording to the narrow criteria used to define hu-
man performance) nonetheless fail on simple chal-
lenge examples and falter in real-world scenarios.
A substantial part of the problem is that our bench-
mark tasks are not adequate proxies for the so-
phisticated and wide-ranging capabilities we are
targeting: they contain inadvertent and unwanted
statistical and social biases that make them artifi-
cially easy and misaligned with our true goals.

We believe the time is ripe to radically rethink
benchmarking. In this paper, which both takes a
position and seeks to offer a partial solution, we
introduce Dynabench, an open-source, web-based
research platform for dynamic data collection and
model benchmarking. The guiding hypothesis be-
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Dynabench
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Other NLI datasets
• The GLUE benchmark (diverse tasks including NLI; Wang et al. 2018):
https://gluebenchmark.com

• NLI Style FEVER (Nie et al. 2019a):
https://github.com/easonnie/combine-FEVER-NSMN/blob/master/
other_resources/nli_fever.md

• OCNLI: Original Chinese Natural Language Inference (Hu et al. 2020):
https://github.com/CLUEbenchmark/OCNLI

• Turkish NLI (Budur et al. 2020):
https://github.com/boun-tabi/NLI-TR

• XNLI (multilingual dev/test derived from MultiNLI; Conneau et al. 2018):
https://github.com/facebookresearch/XNLI

• Diverse Natural Language Inference Collection (DNC; Poliak et al. 2018):
http://decomp.io/projects/diverse-natural-language-inference/

• MedNLI (derived from MIMIC III; Romanov and Shivade 2018)
https://physionet.org/content/mednli/1.0.0/

• SciTail (derived from science exam questions and Web text; Khot et al. 2018):
http://data.allenai.org/scitail/
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