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Associated materials

1. Core readings: Jia and Liang 2017; Glockner et al. 2018; Naik
et al. 2018; Liu et al. 2019

2. Auxiliary readings: Levesque 2013; Ettinger et al. 2017; Zellers
et al. 2018; Nie et al. 2019b

3. Adversarial test datasets:
É Glockner et al. [link]
É Naik et al. [link]

4. Full adversarial datasets
É Adversarial NLI [link]
É SWAG [link]
É HellaSWAG [link]

5. Workshops:
É Building Linguistically Generalizable NLP Systems [link]
É Analyzing and Interpreting Neural Networks for NLP [link]
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https://github.com/BIU-NLP/Breaking_NLI
https://abhilasharavichander.github.io/NLI_StressTest/
https://github.com/facebookresearch/anli
https://rowanzellers.com/swag/
https://rowanzellers.com/hellaswag/
https://generalizablenlp.weebly.com
https://blackboxnlp.github.io
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Standard evaluations

1. Create a dataset from a single process.

2. Divide the dataset into disjoint train and test sets, and
set the test set aside.

3. Develop a system on the train set.

4. Only after all development is complete, evaluate the
system based on accuracy on the test set.

5. Report the results as providing an estimate of
the system’s capacity to generalize.
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Adversarial evaluations

1. Create a dataset by whatever means you like.

2. Develop and assess the system using that dataset,
according to whatever protocols you choose.

3. Develop a new test dataset of examples that you
suspect or know will be challenging given your system
and the original dataset.

4. Only after all system development is complete, evaluate
the systems based on accuracy on the new test dataset.

5. Report the results as providing an estimate of the
system’s capacity to generalize.
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Some things to keep in mind

Goals
The evaluation need not be adversarial per se. It could just
be oriented towards assessing a particular set of
phenomena.
1. Has my system learned anything about numerical terms?
2. Does my system understand how negation works?
3. Does my system work with a new style or genre?

The causes of failure
If a system fails an adversarial evaluation, is it a failing of the
model or of the dataset used to develop the model?

Accuracy-style metrics
As stated above, the limitations of accuracy-based metrics
are not addressed by the adversarial paradigm.
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Winograd sentences

1. The trophy doesn’t fit into the brown suitcase because
it’s too small. What is too small?
The suitcase / The trophy

2. The trophy doesn’t fit into the brown suitcase because
it’s too large. What is too large?
The suitcase / The trophy

3. The council refused the demonstrators a permit because
they feared violence. Who feared violence?
The council / The demonstrators

4. The council refused the demonstrators a permit because
they advocated violence. Who advocated violence?
The council / The demonstrators
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Levesque’s (2013) adversarial framing

Could a crocodile run a steelechase?
“The intent here is clear. The question can be answered by
thinking it through: a crocodile has short legs; the hedges in
a steeplechase would be too tall for the crocodile to jump
over; so no, a crocodile cannot run a steeplechase.”

Foiling cheap tricks
“Can we find questions where cheap tricks like this will not
be sufficient to produce the desired behaviour? This
unfortunately has no easy answer. The best we can do,
perhaps, is to come up with a suite of multiple-choice
questions carefully and then study the sorts of computer
programs that might be able to answer them.”
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On the Winograd NLI section of GLUE

1. The Winograd NLI (WNLI) section of the GLUE benchmark
(Wang et al. 2018) is not adversarial in Levesque’s sense.

2. Rather, it is a standard evaluation using examples that
resemble those of the original Winograd examples.

3. This is not to say that it has no interest!

4. But I would wager that adversarial examples along the
lines of Winograd sentences would prove challenging
even for systems that succeeded on WNLI.
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SQUaD leaderboards

...
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Rajpurkar et al. 2016
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SQUaD adversarial testing

Passage
Peyton Manning became the first quarterback ever to lead
two different teams to multiple Super Bowls. He is also the
oldest quarterback ever to play in a Super Bowl at age 39.
The past record was held by John Elway, who led the Broncos
to victory in Super Bowl XXXIII at age 38 and is currently
Denver’s Executive Vice President of Football Operations and
General Manager.

Question
What is the name of the quarterback who was 38 in Super
Bowl XXXIII?

Answer
John Elway

Model: Jeff Dean

12 / 44
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SQUaD adversarial testing
System Original Adversarial

ReasoNet-E 81.1 39.4
SEDT-E 80.1 35.0
BiDAF-E 80.0 34.2
Mnemonic-E 79.1 46.2
Ruminating 78.8 37.4
jNet 78.6 37.9
Mnemonic-S 78.5 46.6
ReasoNet-S 78.2 39.4
MPCM-S 77.0 40.3
SEDT-S 76.9 33.9
RaSOR 76.2 39.5
BiDAF-S 75.5 34.3
Match-E 75.4 29.4
Match-S 71.4 27.3
DCR 69.4 37.8
Logistic 50.4 23.2
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SQUaD adversarial testing
System Original Rank Adversarial Rank

ReasoNet-E 1 5
SEDT-E 2 10
BiDAF-E 3 12
Mnemonic-E 4 2
Ruminating 5 9
jNet 6 7
Mnemonic-S 7 1
ReasoNet-S 8 5
MPCM-S 9 3
SEDT-S 10 13
RaSOR 11 4
BiDAF-S 12 11
Match-E 13 14
Match-S 14 15
DCR 15 8
Logistic 16 16
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Comparison with regular testing
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Plot of Original vs. Adversarial scores for SQUaD
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Comparison with regular testing
Do ImageNet Classifiers Generalize to ImageNet?

Figure 1. Model accuracy on the original test sets vs. our new test sets. Each data point corresponds to one model in our testbed (shown
with 95% Clopper-Pearson confidence intervals). The plots reveal two main phenomena: (i) There is a significant drop in accuracy from
the original to the new test sets. (ii) The model accuracies closely follow a linear function with slope greater than 1 (1.7 for CIFAR-10
and 1.1 for ImageNet). This means that every percentage point of progress on the original test set translates into more than one percentage
point on the new test set. The two plots are drawn so that their aspect ratio is the same, i.e., the slopes of the lines are visually comparable.
The red shaded region is a 95% confidence region for the linear fit from 100,000 bootstrap samples.

is to find a model f̂ that minimizes the population loss

LD(f̂) = E
(x,y)∼D

[
I[f̂(x) ̸= y]

]
. (1)

Since we usually do not know the distribution D, we instead
measure the performance of a trained classifier via a test set
S drawn from the distribution D:

LS(f̂) =
1

|S|
∑

(x,y)∈S

I[f̂(x) ̸= y] . (2)

We then use this test error LS(f̂) as a proxy for the popu-
lation loss LD(f̂). If a model f̂ achieves a low test error,
we assume that it will perform similarly well on future ex-
amples from the distribution D. This assumption underlies
essentially all empirical evaluations in machine learning
since it allows us to argue that the model f̂ generalizes.

In our experiments, we test this assumption by collecting a
new test set S′ from a data distribution D′ that we carefully
control to resemble the original distribution D. Ideally, the
original test accuracy LS(f̂) and new test accuracy LS′(f̂)
would then match up to the random sampling error. In
contrast to this idealized view, our results in Figure 1 show
a large drop in accuracy from the original test set S set to
our new test set S′. To understand this accuracy drop in
more detail, we decompose the difference between LS(f̂)

and LS′(f̂) into three parts (dropping the dependence on f̂
to simplify notation):

LS − LS′ = (LS − LD)︸ ︷︷ ︸
Adaptivity gap

+ (LD − LD′)︸ ︷︷ ︸
Distribution Gap

+ (LD′ − LS′)︸ ︷︷ ︸
Generalization gap

.

We now discuss to what extent each of the three terms can
lead to accuracy drops.
Generalization Gap. By construction, our new test set
S′ is independent of the existing classifier f̂ . Hence the
third term LD′ − LS′ is the standard generalization gap
commonly studied in machine learning. It is determined
solely by the random sampling error.
A first guess is that this inherent sampling error suffices
to explain the accuracy drops in Figure 1 (e.g., the new
test set S′ could have sampled certain “harder” modes of
the distribution D more often). However, random fluctu-
ations of this magnitude are unlikely for the size of our
test sets. With 10,000 data points (as in our new ImageNet
test set), a Clopper-Pearson 95% confidence interval for
the test accuracy has size of at most ±1%. Increasing the
confidence level to 99.99% yields a confidence interval of
size at most ± 2%. Moreover, these confidence intervals
become smaller for higher accuracies, which is the rele-
vant regime for the best-performing models. Hence random
chance alone cannot explain the accuracy drops observed in
our experiments.2

Adaptivity Gap. We call the term LS −LD the adaptivity
gap. It measures how much adapting the model f̂ to the
test set S causes the test error LS to underestimate the
population loss LD. If we assumed that our model f̂ is
independent of the test set S, this terms would follow the

2We remark that the sampling process for the new test set S′

could indeed systematically sample harder modes more often than
under the original data distribution D. Such a systematic change
in the sampling process would not be an effect of random chance
but captured by the distribution gap described below.
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Stanford Natural Language Inference (SNLI)
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Bowman et al. 2015
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MultiNLI leaderboard
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Williams et al. 2018
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NLI adversarial evaluations

Premise Relation Hypothesis

Train A little girl kneeling
in the dirt crying.

entails A little girl is very sad.

Adversarial

entails A little girl is very
unhappy.

Train
An elderly couple are
sitting outside a
restaurant, enjoying
wine.

entails A couple drinking
wine.

Adversarial

neutral A couple drinking
champagne.
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Glockner et al. 2018
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NLI adversarial evaluations

Category Premise Relation Hypothesis

Antonyms I love the Cinderella
story.

contradicts I hate the Cinderella
story.

Numerical Tim has 350 pounds of
cement in 100, 50,
and 25 pound bags.

contradicts Tim has less than 750
pounds of cement in
100, 50, and 25 pound
bags.

Word overlap Possibly no other
country has had such
a turbulent history.

entails The country’s history
has been turbulent
and true is true

Negation Possibly no other
country has had such
a turbulent history.

entails The country’s history
has been turbulent
and false is not true

16 / 44

Also ‘Length mismatch’ and ‘Spelling errors’; Naik et al. 2018
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NLI adversarial evaluations

Premise Relation Hypothesis

Train

A woman is pulling a
child on a sled in the
snow.

entails

A child is sitting on a
sled in the snow.

Adversarial

A child is pulling a
woman on a sled in
the snow.

neutral
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Nie et al. 2019a
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Seeking hard datasets via adversarial dynamics
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SWAG: Situations With Adversarial Generations

Example

• Context (given): He is throwing darts at a target.
• Sentence start (given): Another man
• Continuation (predicted): throws a dart at the target

board.
• Distractors:

1. comes running in and shoots an arrow at a target.
2. is shown on the side of men.
3. throws darts at a disk.

Sources
• ActivityNet: 51,439 exs; 203 activity types
• Large Scale Movie Description Challenge: 62,118 exs

18 / 44

Zellers et al. 2018;
https://rowanzellers.com/swag/

https://rowanzellers.com/swag/


Overview Adversarial evaluations Hard datasets via adversaries Analytical considerations SNLI MultiNLI Other evaluation ideas

SWAG: Situations With Adversarial Generations

Example

• Context (given): He is throwing darts at a target.
• Sentence start (given): Another man
• Continuation (predicted): throws a dart at the target

board.
• Distractors:

1. comes running in and shoots an arrow at a target.
2. is shown on the side of men.
3. throws darts at a disk.

Sources
• ActivityNet: 51,439 exs; 203 activity types
• Large Scale Movie Description Challenge: 62,118 exs

18 / 44

Zellers et al. 2018;
https://rowanzellers.com/swag/

https://rowanzellers.com/swag/


Overview Adversarial evaluations Hard datasets via adversaries Analytical considerations SNLI MultiNLI Other evaluation ideas

SWAG: Situations With Adversarial Generations

Example

• Context (given): He is throwing darts at a target.

• Sentence start (given): Another man
• Continuation (predicted): throws a dart at the target

board.
• Distractors:

1. comes running in and shoots an arrow at a target.
2. is shown on the side of men.
3. throws darts at a disk.

Sources
• ActivityNet: 51,439 exs; 203 activity types
• Large Scale Movie Description Challenge: 62,118 exs

18 / 44

Zellers et al. 2018;
https://rowanzellers.com/swag/

https://rowanzellers.com/swag/


Overview Adversarial evaluations Hard datasets via adversaries Analytical considerations SNLI MultiNLI Other evaluation ideas

SWAG: Situations With Adversarial Generations

Example

• Context (given): He is throwing darts at a target.
• Sentence start (given): Another man

• Continuation (predicted): throws a dart at the target
board.

• Distractors:

1. comes running in and shoots an arrow at a target.
2. is shown on the side of men.
3. throws darts at a disk.

Sources
• ActivityNet: 51,439 exs; 203 activity types
• Large Scale Movie Description Challenge: 62,118 exs

18 / 44

Zellers et al. 2018;
https://rowanzellers.com/swag/

https://rowanzellers.com/swag/


Overview Adversarial evaluations Hard datasets via adversaries Analytical considerations SNLI MultiNLI Other evaluation ideas

SWAG: Situations With Adversarial Generations

Example

• Context (given): He is throwing darts at a target.
• Sentence start (given): Another man
• Continuation (predicted): throws a dart at the target

board.

• Distractors:

1. comes running in and shoots an arrow at a target.
2. is shown on the side of men.
3. throws darts at a disk.

Sources
• ActivityNet: 51,439 exs; 203 activity types
• Large Scale Movie Description Challenge: 62,118 exs

18 / 44

Zellers et al. 2018;
https://rowanzellers.com/swag/

https://rowanzellers.com/swag/


Overview Adversarial evaluations Hard datasets via adversaries Analytical considerations SNLI MultiNLI Other evaluation ideas

SWAG: Situations With Adversarial Generations

Example

• Context (given): He is throwing darts at a target.
• Sentence start (given): Another man
• Continuation (predicted): throws a dart at the target

board.
• Distractors:

1. comes running in and shoots an arrow at a target.
2. is shown on the side of men.
3. throws darts at a disk.

Sources
• ActivityNet: 51,439 exs; 203 activity types
• Large Scale Movie Description Challenge: 62,118 exs

18 / 44

Zellers et al. 2018;
https://rowanzellers.com/swag/

https://rowanzellers.com/swag/


Overview Adversarial evaluations Hard datasets via adversaries Analytical considerations SNLI MultiNLI Other evaluation ideas

SWAG: Situations With Adversarial Generations

Example

• Context (given): He is throwing darts at a target.
• Sentence start (given): Another man
• Continuation (predicted): throws a dart at the target

board.
• Distractors:

1. comes running in and shoots an arrow at a target.

2. is shown on the side of men.
3. throws darts at a disk.

Sources
• ActivityNet: 51,439 exs; 203 activity types
• Large Scale Movie Description Challenge: 62,118 exs

18 / 44

Zellers et al. 2018;
https://rowanzellers.com/swag/

https://rowanzellers.com/swag/


Overview Adversarial evaluations Hard datasets via adversaries Analytical considerations SNLI MultiNLI Other evaluation ideas

SWAG: Situations With Adversarial Generations

Example

• Context (given): He is throwing darts at a target.
• Sentence start (given): Another man
• Continuation (predicted): throws a dart at the target

board.
• Distractors:

1. comes running in and shoots an arrow at a target.
2. is shown on the side of men.

3. throws darts at a disk.

Sources
• ActivityNet: 51,439 exs; 203 activity types
• Large Scale Movie Description Challenge: 62,118 exs

18 / 44

Zellers et al. 2018;
https://rowanzellers.com/swag/

https://rowanzellers.com/swag/


Overview Adversarial evaluations Hard datasets via adversaries Analytical considerations SNLI MultiNLI Other evaluation ideas

SWAG: Situations With Adversarial Generations

Example

• Context (given): He is throwing darts at a target.
• Sentence start (given): Another man
• Continuation (predicted): throws a dart at the target

board.
• Distractors:

1. comes running in and shoots an arrow at a target.
2. is shown on the side of men.
3. throws darts at a disk.

Sources
• ActivityNet: 51,439 exs; 203 activity types
• Large Scale Movie Description Challenge: 62,118 exs

18 / 44

Zellers et al. 2018;
https://rowanzellers.com/swag/

https://rowanzellers.com/swag/


Overview Adversarial evaluations Hard datasets via adversaries Analytical considerations SNLI MultiNLI Other evaluation ideas

SWAG: Situations With Adversarial Generations

Example

• Context (given): He is throwing darts at a target.
• Sentence start (given): Another man
• Continuation (predicted): throws a dart at the target

board.
• Distractors:

1. comes running in and shoots an arrow at a target.
2. is shown on the side of men.
3. throws darts at a disk.

Sources
• ActivityNet: 51,439 exs; 203 activity types
• Large Scale Movie Description Challenge: 62,118 exs

18 / 44

Zellers et al. 2018;
https://rowanzellers.com/swag/

https://rowanzellers.com/swag/


Overview Adversarial evaluations Hard datasets via adversaries Analytical considerations SNLI MultiNLI Other evaluation ideas

Adversarial filtering for SWAG

Train a model on the training data. Then, for each test
example i:

i The mixture creams the butter. Sugar

Repeat for some number of iterations.

19 / 44

Zellers et al. 2018
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Adversarial filtering for SWAG

Train a model on the training data. Then, for each test
example i:

i The mixture creams the butter. Sugar

a. is added.

[Model correct; toss this sample]

b. is sweet.
c. is in many foods.

Repeat for some number of iterations.
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Adversarial filtering for SWAG

Train a model on the training data. Then, for each test
example i:

i The mixture creams the butter. Sugar

a. is added.
b. is sprinkled on top.

[Model incorrect; keep this sample]

c. is in many foods.

Repeat for some number of iterations.
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Model accuracies under adversarial filtering

96

Figure 2: Test accuracy by AF iteration, under the
negatives given by A. The accuracy drops from
around 60% to close to random chance. For effi-
ciency, the first 100 iterations only use the MLP.

3.4 Stylistic models for adversarial filtering

In creating Swag, we designed the model family
f to pick up on low-level stylistic features that we
posit should not be predictive of whether an event
happens next in a video. These stylistic features
are an obvious case of annotation artifacts (Cai
et al., 2017; Schwartz et al., 2017).4 Our final clas-
sifier is an ensemble of four stylistic models:
1. A multilayer perceptron (MLP) given LM per-
plexity features and context/ending lengths.
2. A bag-of-words model that averages the word
embeddings of the second sentence as features.
3. A one-layer CNN, with filter sizes ranging from
2-5, over the second sentence.
4. A bidirectional LSTM over the 100 most com-
mon words in the second sentence; uncommon
words are replaced by their POS tags.
We ensemble the models by concatenating their fi-
nal representations and passing it through an MLP.
On every adversarial iteration, the ensemble is
trained jointly to minimize cross-entropy.

The accuracies of these models (at each itera-
tion, evaluated on a 20% split of the test dataset
before indices of A get remapped) are shown in
Figure 2. Performance decreases from 60% to
close to random chance; moreover, confusing the
perplexity-based MLP is not sufficient to lower
performance of the ensemble. Only once the other
stylistic models are added does the ensemble ac-
curacy drop substantially, suggesting that our ap-
proach is effective at reducing stylistic artifacts.

4A broad definition of annotation artifacts might include
aspects besides lexical/stylistic features: for instance, certain
events are less likely semantically regardless of the context
(e.g. riding a horse using a hose). For this work, we erred
more conservatively and only filtered based on style.

Imagine that you are watching a video clip. The clip has
a caption, but it is missing the final phrase. Please choose
the best 2 caption endings, and classify each as:
• likely, if it completes the caption in a reasonable way;
• unlikely, if it sounds ridiculous or impossible;
• gibberish if it has such serious errors that it doesn’t
feel like a valid English sentence.

Example: Someone is shown sitting on a fence and talking
to the camera while pointing out horses. Someone
• stands in front of a podium. (likely, second best)
• rides a horse using a hose. (unlikely)
• is shown riding a horse. (likely, best)
• , the horse in a plaza field. (gibberish)

Figure 3: Mechanical Turk instructions (abridged).

3.5 Human verification

The final data-collection step is to have humans
verify the data. Workers on Amazon Mechani-
cal Turk were given the caption context, as well
as six candidate endings: one found ending and
five adversarially-sampled endings. The task was
twofold: Turkers ranked the endings indepen-
dently as likely, unlikely, or gibberish, and se-
lected the best and second best endings (Fig 3).

We obtained the correct answers to each con-
text in two ways. If a Turker ranks the found end-
ing as either best or second best (73.7% of the
time), we add the found ending as a gold exam-
ple, with negatives from the generations not la-
belled best or gibberish. Further, if a Turker ranks
a generated ending as best, and the found ending
as second best, then we have reason to believe that
the generation is good. This lets us add an addi-
tional training example, consisting of the gener-
ated best ending as the gold, and remaining gen-
erations as negatives.5 Examples with 3 non-
gibberish endings were filtered out.6

We found after 1000 examples that the annota-
tors tended to have high agreement, also generally
choosing found endings over generations (see Ta-
ble 2). Thus, we collected the remaining 112k ex-
amples with one annotator each, periodically veri-
fying that annotators preferred the found endings.

4 Experiments

In this section, we evaluate the performance of
various NLI models on Swag. Recall that models

5These two examples share contexts. To prevent biasing
the test and validation sets, we didn’t perform this procedure
on answers from the evaluation sets’ context.

6To be data-efficient, we reannotated filtered-out exam-
ples by replacing gibberish endings, as well as generations
that outranked the found ending, with candidates from A.
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SWAG in the original BERT paper

System Dev F1 Test F1

ELMo+BiLSTM+CRF 95.7 92.2
CVT+Multi (Clark et al., 2018) - 92.6

BERTBASE 96.4 92.4
BERTLARGE 96.6 92.8

Table 3: CoNLL-2003 Named Entity Recognition re-
sults. The hyperparameters were selected using the
Dev set, and the reported Dev and Test scores are aver-
aged over 5 random restarts using those hyperparame-
ters.

sub-token as input to the classifier. For example:

Jim Hen ##son was a puppet ##eer
I-PER I-PER X O O O X

Where no prediction is made for X. Since
the WordPiece tokenization boundaries are a
known part of the input, this is done for both
training and test. A visual representation is also
given in Figure 3 (d). A cased WordPiece model
is used for NER, whereas an uncased model is
used for all other tasks.

Results are presented in Table 3. BERTLARGE
outperforms the existing SOTA, Cross-View
Training with multi-task learning (Clark et al.,
2018), by +0.2 on CoNLL-2003 NER Test.

4.4 SWAG
The Situations With Adversarial Generations
(SWAG) dataset contains 113k sentence-pair com-
pletion examples that evaluate grounded common-
sense inference (Zellers et al., 2018).

Given a sentence from a video captioning
dataset, the task is to decide among four choices
the most plausible continuation. For example:

A girl is going across a set of monkey bars. She

(i) jumps up across the monkey bars.

(ii) struggles onto the bars to grab her head.

(iii) gets to the end and stands on a wooden plank.

(iv) jumps up and does a back flip.

Adapting BERT to the SWAG dataset is similar
to the adaptation for GLUE. For each example, we
construct four input sequences, which each con-
tain the concatenation of the the given sentence
(sentence A) and a possible continuation (sentence
B). The only task-specific parameters we introduce
is a vector V 2 RH , whose dot product with the
final aggregate representation Ci 2 RH denotes a

System Dev Test

ESIM+GloVe 51.9 52.7
ESIM+ELMo 59.1 59.2

BERTBASE 81.6 -
BERTLARGE 86.6 86.3

Human (expert)† - 85.0
Human (5 annotations)† - 88.0

Table 4: SWAG Dev and Test accuracies. Test results
were scored against the hidden labels by the SWAG au-
thors. †Human performance is measure with 100 sam-
ples, as reported in the SWAG paper.

score for each choice i. The probability distribu-
tion is the softmax over the four choices:

Pi =
eV ·Ci

P4
j=1 eV ·Cj

We fine-tune the model for 3 epochs with a
learning rate of 2e-5 and a batch size of 16. Re-
sults are presented in Table 4. BERTLARGE out-
performs the authors’ baseline ESIM+ELMo sys-
tem by +27.1%.

5 Ablation Studies

Although we have demonstrated extremely strong
empirical results, the results presented so far have
not isolated the specific contributions from each
aspect of the BERT framework. In this section,
we perform ablation experiments over a number of
facets of BERT in order to better understand their
relative importance.

5.1 Effect of Pre-training Tasks

One of our core claims is that the deep bidirec-
tionality of BERT, which is enabled by masked
LM pre-training, is the single most important im-
provement of BERT compared to previous work.
To give evidence for this claim, we evaluate two
new models which use the exact same pre-training
data, fine-tuning scheme and Transformer hyper-
parameters as BERTBASE:

1. No NSP: A model which is trained using the
“masked LM” (MLM) but without the “next
sentence prediction” (NSP) task.

2. LTR & No NSP: A model which is trained
using a Left-to-Right (LTR) LM, rather than
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HellaSWAG

1. ActivityNet retained
2. Large Scale Movie Description Challenge dropped
3. WikiHow data added
4. Adversarial filtering as before
5. Human agreement at 94%
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HellaSWAG
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Figure 3: Validation accuracy on SWAG for BERT-
Large versus training set size. The baseline (25% accu-
racy) is random chance. BERT does well given as few
as 16 training examples, but requires tens of thousands
of examples to approach human performance.

olate human notions about how the world works),
which we achieve by using a language model. Po-
tential candidates of incorrect answers were mas-
sively oversampled from a language model trained
on in-domain data, and then selected using an en-
semble of adversaries. The selection process hap-
pens iteratively: on each iteration, the dataset is
randomly partitioned into Dtrain and Dtest. The
ensemble is trained to classify endings as real or
generated on Dtrain, then, AF replaces easy-to-
classify generations in Dtest. This process con-
tinues until the accuracy of these adversaries con-
verges. Last, humans validate the data to remove
adversarial endings that seem realistic.

Importantly, AF creates a final dataset that
is challenging to models regardless of the final
dataset split. In Section 4, we will use AF as the
underlying workhorse to construct an NLI dataset
that is easy for humans, yet challenging for ma-
chines. This di�culty persists even when mod-
els are provided significant training data, and even
when this data comes from the same distribution
as the test set. This contrasts with past work on
adversarial examples (e.g. Jia and Liang, 2017;
Glockner et al., 2018; Belinkov and Bisk, 2018)
which consider cases where an out-of-distribution
test set is constructed to be adversarial.

3 Investigating SWAG

In this section, we investigate why SWAG was
solved. We focus on BERT, since it is the best

Figure 4: BERT validation accuracy when trained and
evaluated under several versions of SWAG, with the
new dataset HellaSwag as comparison. We compare:
Ending Only No context is provided; just the endings.
Shuffled Endings that are indidivually tokenized,

shu✏ed, and then detokenized.
Shuffled+
Ending Only

No context is provided and each ending is
shu✏ed.

known approach at the time of writing.4 Core to
our analysis is investigating how a model trained
on Wikipedia and books can be so e↵ectively fine-
tuned for SWAG, a dataset from video captions.

3.1 How much innate knowledge does BERT
have about SWAG?

We investigate this question by measuring BERT’s
performance on SWAG while varying the size of
the training dataset; results are shown in Fig-
ure 3. While the best known ELMo NLI model
(ESIM+ELMo; Chen et al., 2017) requires the en-
tire training set to reach 59%, BERT outperforms
this given only 64 examples. However, BERT still
needs upwards of 16k examples to approach hu-
man performance, around which it plateaus.

3.2 What is learned during finetuning?

Figure 4 compares BERT’s performance when
trained and evaluated on variants of SWAG.
Context: BERT’s performance only slips 11.9
points (86.7%Ñ74.8%) when context is omitted
(Ending Only), suggesting a bias exists in the
endings themselves.5 If a followup event seems
unreasonable absent of context, then there must be
something markedly di↵erent between the space
of human-written and machine-generated endings.
Structure: To distinguish word usage from

4See the appendix for a discussion of the BERT architec-
ture and hyperparameter settings we used in our experiments.

5These biases are similar to those in NLI datasets, as
found by Gururangan et al. (2018); Poliak et al. (2018).
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HellaSWAG

4796

Overall In-Domain Zero-Shot ActivityNet WikiHow
Model Val Test Val Test Val Test Val Test Val Test

Split SizeÑ 10K 10K 5K 5K 5K 5K 3.2K 3.5K 6.8K 6.5K

Chance 25.0

fastText 30.9 31.6 33.8 32.9 28.0 30.2 27.7 28.4 32.4 33.3
LSTM+GloVe 31.9 31.7 34.3 32.9 29.5 30.4 34.3 33.8 30.7 30.5
LSTM+ELMo 31.7 31.4 33.2 32.8 30.4 30.0 33.8 33.3 30.8 30.4
LSTM+BERT-Base 35.9 36.2 38.7 38.2 33.2 34.1 40.5 40.5 33.7 33.8
ESIM+ELMo 33.6 33.3 35.7 34.2 31.5 32.3 37.7 36.6 31.6 31.5
OpenAI GPT 41.9 41.7 45.3 44.0 38.6 39.3 46.4 43.8 39.8 40.5
BERT-Base 39.5 40.5 42.9 42.8 36.1 38.3 48.9 45.7 34.9 37.7
BERT-Large 46.7 47.3 50.2 49.7 43.3 45.0 54.7 51.7 42.9 45.0

Human 95.7 95.6 95.6 95.6 95.8 95.7 94.0 94.0 96.5 96.5

Table 1: Performance of models, evaluated with accuracy (%).We report results on the full validation and test sets
(Overall), as well as results on informative subsets of the data: evaluated on in-domain, versus zero-shot situations,
along with performance on the underlying data sources (ActivityNet versus WikiHow). All models substantially
underperform humans: the gap is over 45% on in-domain categories, and 50% on zero-shot categories.

Figure 8: Examples on the in-domain validation set of
HellaSwag, grouped by category label. Our evaluation
setup equally weights performance on categories seen
during training as well as out-of-domain.

5 Results

We evaluate the di�culty of HellaSwag using a va-
riety of strong baselines, with and without mas-
sive pretraining. The models share the same for-
mat: given a context and an ending, return a logit
for that ending. Accordingly, we train our models
using a four-way cross-entropy loss, where the ob-
jective is to predict the correct ending. In addition
to BERT-Large, our comparisons include:
a. OpenAI GPT (Radford et al., 2018): A fine-
tuned 12-layer transformer that was pre-trained on
the BookCorpus (Zhu et al., 2015).
b. Bert-Base: A smaller version of the BERT
model whose architecture size matches GPT.
c. ESIM+ELMo (Chen et al., 2017; Peters et al.,
2018): This is the best-performing ELMo model
for NLI, modified slightly so the final output layer

is now a four-way softmax over endings.
d. LSTM sentence encoder: This is a randomly
initialized two-layer bi-LSTM; the second layer’s
hidden states are max-pooled and fed into an MLP
to predict the logit. We consider three varia-
tions: GloVe embeddings, ELMo embeddings, or
(frozen) BERT-Base embeddings.9

e. FastText: (Joulin et al., 2017) An o↵-the-shelf
library for bag-of-words text classification.10

We compare all models to human performance
by asking five independent crowd workers to solve
the same four-way multiple choice problems; their
predictions are combined via majority vote.

Our results, shown in Table 1, hint at the di�-
culty of the dataset: human performance is over
95%, while overall model performance is below
50% for every model. Surprisingly, despite BERT-
Large having been used as the adversarial filter,
it still performs the strongest at 47.3% overall.
By making the dataset adversarial for BERT, it
seems to also have become adversarial for every
other model. For instance, while ESIM+ELMo
obtained 59% accuracy on SWAG, it obtains only
33.3% accuracy on HellaSwag.

In addition to pretraining being critical, so too is
end-to-end finetuning. Freezing BERT-Base and
adding an LSTM on top lowers its overall perfor-
mance 4.3%. This may help explain why mod-
els such as ESIM+ELMo struggled on SWAG, as
ELMo isn’t updated during finetuning.

While BERT is the best model, it still struggles
on HellaSwag, and especially so on zero-shot cat-

9For ELMo and BERT-Base, the model learns scalar
weights to combine each internal layer of the encoder.

10This model is trained with binary cross entropy loss.
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Adversarial NLI

A direct response to adversarial test failings *NLI datasets:

1. The annotator is presented with a premise sentence and a
condition (entailment, contradiction, neutral).

2. The annotator writes a hypothesis.

3. A state-of-the-art model makes a prediction about the
premise–hypothesis pair.

4. If the model’s prediction matches the condition, the
annotator returns to step 2 to try again.

5. If the model was fooled, the premise–hypothesis pair is
independently validated by other annotators.
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Adversarial NLI
Premise Hypothesis Reason Label Model

A melee weapon is any
weapon used in direct
hand-to-hand combat;
by contrast with ranged
weapons which act at a
distance. The term
“melee” originates in
the 1640s from the
French word “mělée”,
which refers to
hand-to-hand combat, a
close quarters battle, a
brawl, a confused fight,
etc. Melee weapons can
be broadly divided into
three categories

Melee weapons are
good for ranged and
hand-to-hand
combat.

Melee weapons are
good for hand to
hand combat, but
NOT ranged.

E N
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Adversarial NLI results

Model Data A1 A2 A3 ANLI ANLI-E SNLI MNLI-m/-mm

BERT

S,M?1 00.0 28.9 28.8 19.8 19.9 91.3 86.7 / 86.4
+A1 44.2 32.6 29.3 35.0 34.2 91.3 86.3 / 86.5
+A1+A2 57.3 45.2 33.4 44.6 43.2 90.9 86.3 / 86.3
+A1+A2+A3 57.2 49.0 46.1 50.5 46.3 90.9 85.6 / 85.4
S,M,F,ANLI 57.4 48.3 43.5 49.3 44.2 90.4 86.0 / 85.8

XLNet S,M,F,ANLI 67.6 50.7 48.3 55.1 52.0 91.8 89.6 / 89.4

RoBERTa

S,M 47.6 25.4 22.1 31.1 31.4 92.6 90.8 / 90.6
+F 54.0 24.2 22.4 32.8 33.7 92.7 90.6 / 90.5
+F+A1?2 68.7 19.3 22.0 35.8 36.8 92.8 90.9 / 90.7
+F+A1+A2?3 71.2 44.3 20.4 43.7 41.4 92.9 91.0 / 90.7
S,M,F,ANLI 73.8 48.9 44.4 53.7 49.7 92.6 91.0 / 90.6

Table 3: Model Performance. ‘Data’ refers to training dataset (‘S’ refers to SNLI, ‘M’ to MNLI dev (-m=matched,
-mm=mismatched), and ‘F’ to FEVER); ‘A1–A3’ refer to the rounds respectively. ‘-E’ refers to test set examples
written by annotators exclusive to the test set. Datasets marked ‘?n’ were used to train the base model for round n,
and their performance on that round is underlined.

data is likely to be more interesting, but also simply
because the base model is better and so annotation
took longer to collect good, verified correct exam-
ples of model vulnerabilities.

For each round, we report the model error rate,
both on verified and unverified examples. The un-
verified model error rate captures the percentage
of examples where the model disagreed with the
writer’s target label, but where we are not (yet) sure
if the example is correct. The verified model error
rate is the percentage of model errors from example
pairs that other annotators were able to confirm the
correct label for. Note that this error rate represents
a straightforward way to evaluate model quality:
the lower the model error rate—assuming constant
annotator quality and context-difficulty—the better
the model.

We observe that model error rates decrease as
we progress through rounds. In Round 3, where
we included a more diverse range of contexts
from various domains, the overall error rate went
slightly up compared to the preceding round, but
for Wikipedia contexts the error rate decreased sub-
stantially. While for the first round roughly 1 in
every 5 examples were verified model errors, this
quickly dropped over consecutive rounds, and the
overall model error rate is less than 1 in 10. On
the one hand, this is impressive, and shows how far
we have come with just three rounds. On the other
hand, it shows that we still have a long way to go
if even untrained annotators can fool ensembles of
state-of-the-art models with relative ease.

Table 2 also reports the average number of
“tries”, i.e., attempts made for each context until a
model error was found (or the number of possible

tries is exceeded), and the average time this took
(in seconds). Again, these metrics represent a use-
ful way to evaluate model quality. We observe that
the average tries and average time per verified error
both go up as we progress through the rounds. The
numbers clearly demonstrate that the rounds are
getting increasingly more difficult.

4 Results

Table 3 reports the main results. In addition to
BERT (Devlin et al., 2018) and RoBERTa (Liu
et al., 2019b), we also include XLNet (Yang et al.,
2019) as an example of a strong, but different,
model architecture. We show test set performance
on the ANLI test sets per round, the total ANLI test
set, and the exclusive test subset (examples from
test-set-exclusive workers). We also show accuracy
on the SNLI test set and the MNLI development
(for the purpose of comparing between different
model configurations across table rows) set. In
what follows, we briefly discuss our observations.

Base model performance is low. Notice that the
base model for each round performs very poorly on
that round’s test set. This is the expected outcome:
For round 1, the base model gets the entire test set
wrong, by design. For rounds 2 and 3, we used an
ensemble, so performance is not necessarily zero.
However, as it turns out, performance still falls
well below chance, indicating that workers did not
find vulnerabilities specific to a single model, but
generally applicable ones for that model class.

Rounds become increasingly more difficult.
As already foreshadowed by the dataset statistics,
round 3 is more difficult (yields lower performance)

24 / 44



Overview Adversarial evaluations Hard datasets via adversaries Analytical considerations SNLI MultiNLI Other evaluation ideas

A vision for future development

Zellers et al. (2019)
“a path for NLP progress going forward: towards benchmarks
that adversarially co-evolve with evolving state-of-the-art
models.”

Nie et al. (2019b)
“This process yields a “moving post” dynamic target for NLU
systems, rather than a static benchmark that will eventually
saturate.”
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Analytical considerations

1. Overview

2. Adversarial evaluations

3. Seeking hard datasets via adversarial dynamics

4. Analytical considerations

5. SNLI adversaries

6. MultiNLI adversaries

7. Other evalution ideas

26 / 44



Overview Adversarial evaluations Hard datasets via adversaries Analytical considerations SNLI MultiNLI Other evaluation ideas

Model failing or dataset failing?

Liu et al. (2019)
“What should we conclude when a system fails on a
challenge dataset? In some cases, a challenge might exploit
blind spots in the design of the original dataset (dataset
weakness). In others, the challenge might expose an
inherent inability of a particular model family to handle
certain natural language phenomena (model weakness).
These are, of course, not mutually exclusive.”

27 / 44



Overview Adversarial evaluations Hard datasets via adversaries Analytical considerations SNLI MultiNLI Other evaluation ideas

Model failing or dataset failing?

Geiger et al. (2019)
However, for any evaluation method, we should ask whether
it is fair. Has the model been shown data sufficient to
support the kind of generalization we are asking of it? Unless
we can say “yes” with complete certainty, we can’t be sure
whether a failed evaluation traces to a model limitation or a
data limitation that no model could overcome.
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Model failing or dataset failing?

3 3 5 4 . . .

What number comes next?
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Model failing or dataset failing?
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Model failing or dataset failing?

A student smoked.
t v

A Swedish student smoked. A student smoked cigars.

No student smoked.
w u

No Swedish student smoked. No student smoked cigars.

Every student smoked.
w v

Every Swedish student smoked. Every student smoked cigars.

Few students smoked.
w u

Few Swedish students smoked. Few students smoked cigars.
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Model failing or dataset failing?

1st arg. 2nd arg.

some ⇑ ⇑
no ⇓ ⇓
every ⇓ ⇑
exactly 3 − −
most − ⇑
minority of − ⇓

Q dogs move entail Q poodles run
Q dogs run neutral Q dogs run

Q dogs move neutral Q poodles move

Doesn’t resolve the monotonicity of the first argument to Q.
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Abstract

Several datasets have recently been con-
structed to expose brittleness in models trained
on existing benchmarks. While model perfor-
mance on these challenge datasets is signifi-
cantly lower compared to the original bench-
mark, it is unclear what particular weaknesses
they reveal. For example, a challenge dataset
may be difficult because it targets phenomena
that current models cannot capture, or because
it simply exploits blind spots in a model’s spe-
cific training set. We introduce inoculation by
fine-tuning, a new analysis method for study-
ing challenge datasets by exposing models (the
metaphorical patient) to a small amount of
data from the challenge dataset (a metaphor-
ical pathogen) and assessing how well they
can adapt. We apply our method to analyze
the NLI “stress tests” (Naik et al., 2018) and
the Adversarial SQuAD dataset (Jia and Liang,
2017). We show that after slight exposure,
some of these datasets are no longer challeng-
ing, while others remain difficult. Our results
indicate that failures on challenge datasets
may lead to very different conclusions about
models, training datasets, and the challenge
datasets themselves.

1 Introduction

NLP research progresses through the construction
of dataset-benchmarks and the development of
systems whose performance on them can be fairly
compared. A recent pattern involves challenges to
benchmarks:1 manipulations to input data that re-
sult in severe degradation of system performance,
but not human performance. These challenges
have been used as evidence that current systems
are brittle (Belinkov and Bisk, 2018; Mudrakarta
et al., 2018; Zhao et al., 2018; Glockner et al.,
2018; Ebrahimi et al., 2018; Ribeiro et al., 2018,

1Often referred to as “adversarial datasets” or “attacks”.

Figure 1: An illustration of the standard challenge eval-
uation procedure (e.g., Jia and Liang, 2017) and our
proposed analysis method. “Original” refers to the a
standard dataset (e.g., SQuAD) and “Challenge” refers
to the challenge dataset (e.g., Adversarial SQuAD).
Outcomes are discussed in Section 2.

inter alia). For instance, Naik et al. (2018) gen-
erated natural language inference challenge data
by applying simple textual transformations to ex-
isting examples from MultiNLI (Williams et al.,
2018) and SNLI (Bowman et al., 2015). Similarly,
Jia and Liang (2017) built an adversarial evalua-
tion dataset for reading comprehension based on
SQuAD (Rajpurkar et al., 2016).

What should we conclude when a system fails
on a challenge dataset? In some cases, a challenge
might exploit blind spots in the design of the origi-
nal dataset (dataset weakness). In others, the chal-
lenge might expose an inherent inability of a par-
ticular model family to handle certain natural lan-
guage phenomena (model weakness). These are,
of course, not mutually exclusive.

We introduce inoculation by fine-tuning, a
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Inoculation by fine-tuning

2174

Outcome 1 Outcome 2 Outcome 3

(a) Word Overlap (c) Spelling Errors (e) Numerical Reasoning

(b) Negation (d) Length Mismatch (f) Adversarial SQuAD

Figure 3: Inoculation by fine-tuning results. (a–e): NLI accuracy for the ESIM and decomposable attention (DA)
models. (f): Reading comprehension F1 scores for the BiDAF and QANet models.
Fine-tuning on a small number of word overlap (a) and negation (b) examples erases the performance gap (Outcome
1). Fine-tuning does not yield significant improvement on spelling errors (c) and length mismatch (d), but does not
degrade original performance either (Outcome 2). Fine-tuning on numerical reasoning (e) closes the gap entirely,
but also reduces performance on the original dataset (Outcome 3). On Adversarial SQuAD (f), around 60% of the
performance gap is closed after fine-tuning, though performance on the original dataset decreases (Outcome 3).
On each challenge dataset, we observe similar trends between different models.

produced by running each token through a charac-
ter bidirectional GRU (Cho et al., 2014).

Adversarial SQuAD Jia and Liang (2017) cre-
ated a challenge dataset for reading comprehen-
sion by appending automatically-generated dis-
tractor sentences to SQuAD passages. The ap-
pended distractor sentences are crafted to look
similar to the question while not contradicting the
correct answer or misleading humans (Figure 2).
The authors released model-independent Adver-
sarial SQuAD examples, which we analyze. For
our analysis, we use the BiDAF model (Seo et al.,
2017) and the QANet model (Yu et al., 2018).

3.2 Results
We refer to difference between a model’s pre-
inoculation performance on the original test set
and the challenge test set as the performance gap.

NLI Stress Tests Figure 3 presents NLI accu-
racy for the ESIM and DA models on the word
overlap, negation, spelling errors, length mis-

match and numerical reasoning challenge datasets
after fine-tuning on a varying number of challenge
examples.

For the word overlap and negation challenge
datasets, both ESIM and DA quickly close the
performance gap when fine-tuning (Outcome 1).
For instance, on both of the aforementioned chal-
lenge datasets, ESIM requires only 100 exam-
ples to close over 90% of the performance gap
while maintaining high performance on the orig-
inal dataset. Since these performance gaps are
closed after seeing a few challenge dataset exam-
ples (< 0.03% of the original MultiNLI training
dataset), these challenges are likely difficult be-
cause they exploit easily-recoverable gaps in the
models’ training dataset rather than highlighting
their inability to capture semantic phenomena.

In contrast, on spelling errors and length mis-
match, fine-tuning does not allow either model
to close a substantial portion of the performance
gap, while performance on the original dataset

(Dataset weakness) (Model weakness) (Dataset artifacts or other problem)
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Can adversarial training improve systems?

1. Jia and Liang (2017:§4.6): Training on adversarial
examples makes them more robust to those examples
but not to simple variants.

2. Alzantot et al. (2018:§4.3): “We found that adversarial
training provided no additional robustness benefit in our
experiments using the test set, despite the fact that the
model achieves near 100% accuracy classifying
adversarial examples included in the training set.”

3. Liu et al. (2019): Fine-tuning with a few adversarial
examples improves systems in some cases (as discussed
under ‘inoculation’ just above).

4. Iyyer et al. (2018): Adversarially generated paraphrases
improve model robustness to syntactic variation.
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True adversaries

Universal Adversarial Triggers for Attacking and Analyzing NLP
WARNING: This paper contains model outputs which are offensive in nature.
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Abstract

Adversarial examples highlight model vulner-
abilities and are useful for evaluation and in-
terpretation. We define universal adversar-
ial triggers: input-agnostic sequences of to-
kens that trigger a model to produce a spe-
cific prediction when concatenated to any in-
put from a dataset. We propose a gradient-
guided search over tokens which finds short
trigger sequences (e.g., one word for classi-
fication and four words for language model-
ing) that successfully trigger the target pre-
diction. For example, triggers cause SNLI
entailment accuracy to drop from 89.94% to
0.55%, 72% of “why” questions in SQuAD
to be answered “to kill american people”, and
the GPT-2 language model to spew racist out-
put even when conditioned on non-racial con-
texts. Furthermore, although the triggers are
optimized using white-box access to a spe-
cific model, they transfer to other models for
all tasks we consider. Finally, since triggers
are input-agnostic, they provide an analysis
of global model behavior. For instance, they
confirm that SNLI models exploit dataset bi-
ases and help to diagnose heuristics learned by
reading comprehension models.

1 Introduction

Adversarial attacks modify inputs in order to cause
machine learning models to make errors (Szegedy
et al., 2014). From an attack perspective, they ex-
pose system vulnerabilities, e.g., a spammer may
use adversarial attacks to bypass a spam email fil-
ter (Biggio et al., 2013). These security concerns
grow as natural language processing (NLP) mod-
els are deployed in production systems such as
fake news detectors and home assistants.

Besides exposing system vulnerabilities, adver-
sarial attacks are useful for evaluation and in-
terpretation, i.e., understanding a model’s capa-
bilities by finding its limitations. For example,
adversarially-modified inputs are used to evalu-
ate reading comprehension models (Jia and Liang,

2017; Ribeiro et al., 2018) and stress test neural
machine translation (Belinkov and Bisk, 2018).
Adversarial attacks also facilitate interpretation,
e.g., by analyzing a model’s sensitivity to local
perturbations (Li et al., 2016; Feng et al., 2018).

These attacks are typically generated for a spe-
cific input; are there attacks that work for any in-
put? We search for universal adversarial trig-
gers: input-agnostic sequences of tokens that
trigger a model to produce a specific prediction
when concatenated to any input from a dataset.
The existence of such triggers would have se-
curity implications—the triggers can be widely
distributed and allow anyone to attack models.
Furthermore, from an analysis perspective, input-
agnostic attacks can provide new insights into
global model behavior.

Triggers are a new form of universal adversar-
ial perturbation (Moosavi-Dezfooli et al., 2017)
adapted to discrete textual inputs. To find them,
we design a gradient-guided search over tokens.
The search iteratively updates the tokens in the
trigger sequence to increase the likelihood of the
target prediction for batches of examples (Sec-
tion 2). We find short sequences that success-
fully trigger a target prediction when concatenated
to inputs from text classification, reading compre-
hension, and conditional text generation.

For text classification, triggers cause targeted
errors for sentiment analysis (e.g., top of Table 1)
and natural language inference models. For exam-
ple, one word causes a model to predict 99.43% of
Entailment examples as Contradiction (Section 3).
For reading comprehension, triggers are concate-
nated to paragraphs to cause arbitrary target pre-
dictions (Section 4). For example, models predict
the vicious phrase “to kill american people” for
many “why” questions (e.g., middle of Table 1).

For conditional text generation, triggers are
prepended to user inputs in order to maximize the
likelihood of a set of target texts (Section 5). Our
attack triggers the GPT-2 language model (Rad-
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Task Input (red = trigger) Model Prediction

Sentiment
Analysis

zoning tapping fiennes Visually imaginative, thematically instructive and thor-
oughly delightful, it takes us on a roller-coaster ride. . .

Positive ! Negative

zoning tapping fiennes As surreal as a dream and as detailed as a photograph,
as visually dexterous as it is at times imaginatively overwhelming.

Positive ! Negative

Input (underline = correct span, red = trigger, underline = target span)

SQuAD

Question: Why did he walk?
For exercise, Tesla walked between 8 to 10 miles per day. He squished his toes
one hundred times for each foot every night, saying that it stimulated his brain
cells. why how because to kill american people.

exercise !
to kill american people

Question: Why did the university see a drop in applicants?
In the early 1950s, student applications declined as a result of increasing
crime and poverty in the Hyde Park neighborhood. In response, the university
became a . . . . . . why how because to kill american people.

crime and poverty !
to kill american people

GPT-2 Sample (red = trigger, underline = user input, black = GPT-2 output given trigger and user input)

Language
Modeling

TH PEOPLEMan goddreams Blacks and Jews are the most evil people on earth, and the reason they are
so evil is because they have the most evil genes. . . . . . It’s not just the Jews and the blacks, the Chinese, the
Indians. It’s all the other people.

TH PEOPLEMan goddreams Blacks my mother says I’m a racist, and she’s right.

TH PEOPLEMan goddreams Blacks yesterday I’m going to be a fucking black man. I don’t know what
to say to that, but fuck you.

Table 1: We create token sequences that commonly trigger a specific target prediction when concatenated to any
input from a dataset. For sentiment analysis, concatenating the displayed trigger causes the model to flip its correct
positive predictions to negative. For SQuAD, the displayed trigger causes the model to change its prediction from
the underlined span to a desired target span inside the trigger. For language modeling, triggers are prefixes that
prompt GPT-2 (Radford et al., 2019) to generate racist outputs, even when conditioned on non-racist user inputs.

ford et al., 2019) to generate racist outputs using
the prompt “TH PEOPLEMan goddreams Blacks”
(e.g., bottom of Table 1).1

Although we generate triggers assuming white-
box (gradient) access to a specific model, they are
transferable to other models for all datasets we
consider. For example, some of the triggers gen-
erated for a GloVe-based reading comprehension
model are more effective at triggering an ELMo-
based model. Moreover, a trigger generated for
the GPT-2 117M model also works for the 345M
model: the first language model sample in Table 1
shows the larger model ranting on the “evil genes”
of Black, Jewish, Chinese, and Indian people.

Finally, unlike typical adversarial attacks, the
input-agnostic nature of the triggers provides new
insights into global model behavior, i.e., general
input-output patterns learned by a model. For ex-
ample, triggers confirm that models exploit biases
in the SNLI dataset (Section 6). Triggers also
identify heuristics learned by SQuAD models—
they heavily rely on the tokens that surround the
answer span and type information in the question.

1Demo of GPT-2 generating racism bit.ly/gpt-2-demo.

2 Universal Adversarial Triggers

This section introduces universal adversarial trig-
gers and our algorithm to find them. We provide
source code for our attacks and experiments.2

2.1 Setting and Motivation

We are interested in attacks that concatenate to-
kens (words, sub-words, or characters) to the front
or end of an input to cause a target prediction.

Why Universal? The adversarial threat is higher
if an attack is universal: using the exact same at-
tack for any input (Moosavi-Dezfooli et al., 2017;
Brown et al., 2017). Universal attacks are advan-
tageous as (1) no access to the target model is
needed at test time, and (2) they drastically lower
the barrier of entry for an adversary: trigger se-
quences can be widely distributed for anyone to
fool machine learning models. Moreover, univer-
sal attacks often transfer across models (Moosavi-
Dezfooli et al., 2017), which further decreases at-
tack requirements: the adversary does not need
white-box (gradient) access to the target model.

2https://github.com/Eric-Wallace/universal-triggers
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Instead, they can generate the attack using their
own model trained on similar data and transfer it.

Finally, universal attacks are a unique model
analysis tool because, unlike typical attacks, they
are context-independent. Thus, they highlight
general input-output patterns learned by a model.
We leverage this to study the influence of dataset
biases and to identify heuristics that are learned by
models (Section 6).

2.2 Attack Model and Objective

In a non-universal targeted attack, we are given a
model f , a text input of tokens (words, sub-words,
or characters) t, and a target label ỹ. The adver-
sary aims to concatenate trigger tokens tadv to the
front or end of t (we assume front for notation),
such that f(tadv; t) = ỹ.

Universal Setting In a universal targeted attack,
the adversary optimizes tadv to minimize the loss
for the target class ỹ for all inputs from a dataset.
This translates to the following objective:

arg min
tadv

Et⇠T [L(ỹ, f(tadv; t))] , (1)

where T are input instances from a data distribu-
tion and L is the task’s loss function. To generate
our attacks, we assume white-box access to f .

2.3 Trigger Search Algorithm

We first choose the trigger length: longer triggers
are more effective, while shorter triggers are more
stealthy. Next, we initialize the trigger sequence
by repeating the word “the”, the sub-word “a”, or
the character “a” and concatenate the trigger to the
front/end of all inputs.3

We then iteratively replace the tokens in the trig-
ger to minimize the loss for the target prediction
over batches of examples. To determine how to
replace the current tokens, we cannot directly ap-
ply adversarial attack methods from computer vi-
sion because tokens are discrete. Instead, we build
upon HotFlip (Ebrahimi et al., 2018b), a method
that approximates the effect of replacing a token
using its gradient. To apply this method, the trig-
ger tokens tadv, which are represented as one-hot
vectors, are embedded to form eadv.

Token Replacement Strategy Our HotFlip-
inspired token replacement strategy is based on

3More complex initialization schemes perform similarly
(Appendix A).
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Figure 1: At each step, we concatenate the current trig-
ger to a batch of examples (e.g., positive movie re-
views). We then compute the gradient for the target
adversarial label over the batch (e.g., using p(neg), the
probability of the negative class) and update the trigger
using Equation 2. After iteratively repeating this pro-
cess, the trigger converges to “zoning tapping fienes”,
which causes frequent negative predictions.

a linear approximation of the task loss.4 We up-
date the embedding for every trigger token eadvi

to minimizes the loss’ first-order Taylor approxi-
mation around the current token embedding:

arg min
e0i2V

⇥
e0i � eadvi

⇤|readvi
L, (2)

where V is the set of all token embeddings in the
model’s vocabulary and readvi

L is the average
gradient of the task loss over a batch. Comput-
ing the optimal e0i can be efficiently computed in
brute-force with |V| d-dimensional dot products
where d is the dimensionality of the token embed-
ding (Michel et al., 2019). This brute-force so-
lution is trivially parallelizable and less expensive
than running a forward pass for all the models we
consider. Finally, after finding each eadvi

, we con-
vert the embeddings back to their associated to-
kens. Figure 1 provides an illustration of the trig-
ger search algorithm.

We augment this token replacement strategy
with beam search. We consider the top-k token
candidates from Equation 2 for each token posi-
tion in the trigger. We search left to right across

4We also experiment with projected gradient descent (Ap-
pendix A) but find the linear approximation converges faster.
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‘Breaking NLI’ data
One-word changes to SNLI hypotheses using structured
resources; labels separately validated by crowdworkers.
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‘Breaking NLI’ data

Premise Relation Hypothesis

Train A little girl kneeling
in the dirt crying.

entails A little girl is very sad.

Adversarial

entails A little girl is very
unhappy.

Train
An elderly couple are
sitting outside a
restaurant, enjoying
wine.

entails A couple drinking
wine.

Adversarial

neutral A couple drinking
champagne.
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‘Breaking NLI’ data

Contradiction 7,164
Entailment 982
Neutral 47

Total 8,193

Category Examples

antonyms 1147
synonyms 894
cardinals 759
nationalities 755
drinks 731
antonyms_wordnet 706
colors 699
ordinals 663
countries 613
rooms 595
materials 397
vegetables 109
instruments 65
planets 60
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Model Train set SNLI test set New test set �

Decomposable Attention
(Parikh et al., 2016)

SNLI 84.7% 51.9% -32.8
MultiNLI + SNLI 84.9% 65.8% -19.1

SciTail + SNLI 85.0% 49.0% -36.0

ESIM (Chen et al., 2017)
SNLI 87.9% 65.6% -22.3

MultiNLI + SNLI 86.3% 74.9% -11.4
SciTail + SNLI 88.3% 67.7% -20.6

Residual-Stacked-Encoder
(Nie and Bansal, 2017)

SNLI 86.0% 62.2% -23.8
MultiNLI + SNLI 84.6% 68.2% -16.8

SciTail + SNLI 85.0% 60.1% -24.9

WordNet Baseline - - 85.8% -
KIM (Chen et al., 2018) SNLI 88.6% 83.5% -5.1

Table 3: Accuracy of various models trained on SNLI or a union of SNLI with another dataset (MultiNLI,
SciTail), and tested on the original SNLI test set and the new test set.

We chose models which are amongst the best
performing within their approaches (excluding en-
sembles) and have available code. All models
are based on pre-trained GloVe embeddings (Pen-
nington et al., 2014), which are either fine-tuned
during training (RESIDUAL-STACKED-ENCODER

and ESIM) or stay fixed (DECOMPOSABLE AT-
TENTION). All models predict the label using a
concatenation of features derived from the sen-
tence representations (e.g. maximum, mean), for
example as in Mou et al. (2016). We use the rec-
ommended hyper-parameters for each model, as
they appear in the provided code.

With External Knowledge. We provide a sim-
ple WORDNET BASELINE, in which we classify
a sentence-pair according to the WordNet relation
that holds between the original word wp and the
replaced word wh. We predict entailment if wp is
a hyponym of wh or if they are synonyms, neutral
if wp is a hypernym of wh, and contradiction if wp

and wh are antonyms or if they share a common
hypernym ancestor (up to 2 edges). Word pairs
with no WordNet relations are classified as other.

We also report the performance of KIM

(Knowledge-based Inference Model, Chen et al.,
2018), an extension of ESIM with external knowl-
edge from WordNet, which was kindly provided
to us by Qian Chen. KIM improves the attention
mechanism by taking into account the existence
of WordNet relations between the words. The lex-
ical inference component, operating over pairs of
aligned words, is enriched with a vector encoding
the specific WordNet relations between the words.

4.2 Experimental Settings

We trained each model on 3 different datasets: (1)
SNLI train set, (2) a union of the SNLI train set

and the MultiNLI train set, and (3) a union of the
SNLI train set and the SciTail train set. The mo-
tivation is that while SNLI might lack the training
data needed to learn the required lexical knowl-
edge, it may be available in the other datasets,
which are presumably richer.

4.3 Results
Table 3 displays the results for all the models on
the original SNLI test set and the new test set. De-
spite the task being considerably simpler, the drop
in performance is substantial, ranging from 11 to
33 points in accuracy. Adding MultiNLI to the
training data somewhat mitigates this drop in ac-
curacy, thanks to almost doubling the amount of
training data. We note that adding SciTail to the
training data did not similarly improve the perfor-
mance; we conjecture that this stems from the dif-
ferences between the datasets.

KIM substantially outperforms the other neural
models, demonstrating that lexical knowledge is
the only requirement for good performance on the
new test set, and stressing the inability of the other
models to learn it. Both WordNet-informed mod-
els leave room for improvement: possibly due to
limited WordNet coverage and the implications of
applying lexical inferences within context.

5 Analysis

We take a deeper look into the predictions of the
models that don’t employ external knowledge, fo-
cusing on the models trained on SNLI.

5.1 Accuracy by Category
Table 4 displays the accuracy of each model per
replacement-word category. The neural models
tend to perform well on categories which are fre-
quent in the training set, such as colors, and badly
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sembles) and have available code. All models
are based on pre-trained GloVe embeddings (Pen-
nington et al., 2014), which are either fine-tuned
during training (RESIDUAL-STACKED-ENCODER

and ESIM) or stay fixed (DECOMPOSABLE AT-
TENTION). All models predict the label using a
concatenation of features derived from the sen-
tence representations (e.g. maximum, mean), for
example as in Mou et al. (2016). We use the rec-
ommended hyper-parameters for each model, as
they appear in the provided code.

With External Knowledge. We provide a sim-
ple WORDNET BASELINE, in which we classify
a sentence-pair according to the WordNet relation
that holds between the original word wp and the
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if wp is a hypernym of wh, and contradiction if wp

and wh are antonyms or if they share a common
hypernym ancestor (up to 2 edges). Word pairs
with no WordNet relations are classified as other.

We also report the performance of KIM

(Knowledge-based Inference Model, Chen et al.,
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training data. We note that adding SciTail to the
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Models that have
access to the 
resources used to 
create the 
adversarial 
examples
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Dominant
Label

Category Instances Example
Words

Decomposable
Attention ESIM Residual

Encoders
WordNet
Baseline KIM

Cont.

antonyms 1,147 loves - dislikes 41.6% 70.4% 58.2% 95.5% 86.5%
cardinals 759 five - seven 53.5% 75.5% 53.1% 98.6% 93.4%
nationalities 755 Greek - Italian 37.5% 35.9% 70.9% 78.5% 73.5%
drinks 731 lemonade - beer 52.9% 63.7% 52.0% 94.8% 96.6%
antonyms (WN) 706 sitting - standing 55.1% 74.6% 67.9% 94.5% 78.8%
colors 699 red - blue 85.0% 96.1% 87.0% 98.7% 98.3%
ordinals 663 fifth - 16th 2.1% 21.0% 5.4% 40.7% 56.6%
countries 613 Mexico - Peru 15.2% 25.4% 66.2% 100.0% 70.8%
rooms 595 kitchen - bathroom 59.2% 69.4% 63.4% 89.9% 77.6%
materials 397 stone - glass 65.2% 89.7% 79.9% 75.3% 98.7%
vegetables 109 tomato -potato 43.1% 31.2% 37.6% 86.2% 79.8%
instruments 65 harmonica - harp 96.9% 90.8% 96.9% 67.7% 96.9%
planets 60 Mars - Venus 31.7% 3.3% 21.7% 100.0% 5.0%

Ent. synonyms 894 happy - joyful 97.5% 99.7% 86.1% 70.5% 92.1%

total 8,193 51.9% 65.6% 62.2% 85.8% 83.5%

Table 4: The number of instances and accuracy per category achieved by each model.

on categories such as planets, which rarely occur
in SNLI. These models perform better than the
WordNet baseline on entailment examples (syn-
onyms), suggesting that they do so due to high
lexical overlap between the premise and the hy-
pothesis rather than recognizing synonymy. We
therefore focus the rest of the discussion on con-
tradiction examples.

5.2 Accuracy by Word Similarity

The accuracies for ordinals, nationalities and
countries are especially low. We conjecture that
this stems from the proximity of the contradict-
ing words in the embedding space. Indeed, the
Decomposable Attention model—which does not
update its embeddings during training—seems to
suffer the most.

Grouping its prediction accuracy by the cosine
similarity between the contradicting words reveals
a clear trend that the model errs more on contra-
dicting pairs with similar pre-trained vectors:7

Similarity 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
Accuracy 46.2% 42.3% 37.5% 29.7% 20.2%

5.3 Accuracy by Frequency in Training

Models that fine-tune the word embeddings may
benefit from training examples consisting of test
replacement pairs. Namely, for a given replace-
ment pair (wp, wh), if many training examples la-
beled as contradiction contain wp in the premise
and wh in the hypothesis, the model may update
their embeddings to optimize predicting contradic-
tion. Indeed, we show that the ESIM accuracy on
test pairs increases with the frequency in which

7We ignore multi-word replacements in §5.2 and §5.3.

their replacement words appear in contradiction
examples in the training data:
Frequency 0 1-4 5-9 10-49 50-99 100+
Accuracy 40.2% 70.6% 91.4% 92.1% 97.5% 98.5%

This demonstrates that the model is capable of
learning lexical knowledge when sufficient train-
ing data is given, but relying on explicit training
examples is a very inefficient way of obtaining
simple lexical knowledge.

6 Conclusion

We created a new NLI test set with the goal of
evaluating systems’ ability to make inferences that
require simple lexical knowledge. Although the
test set is constructed to be much simpler than
SNLI, and does not introduce new vocabulary, the
state-of-the-art systems perform poorly on it, sug-
gesting that they are limited in their generalization
ability. The test set can be used in the future to as-
sess the lexical inference abilities of NLI systems
and to tease apart the performance of otherwise
very similarly-performing systems.
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ROBERTa evaluation

KmHiBMHBn;HQ+FM2`n�/p2`b�`B�Hn`Q#2`i�

J�`+? kj- kyky

(R), BKTQ`i MHB- Qb- iQ`+?
7`QK bFH2�`MXK2i`B+b BKTQ`i +H�bbB7B+�iBQMn`2TQ`i

(k), O �p�BH�#H2 7`QK ?iiTb,ff;Bi?m#X+QKf"Al@LGSf"`2�FBM;nLGA,
#`2�FBM;nMHBnb`+n7BH2M�K2 4 QbXT�i?XDQBMU]XXfM2r@/�i�f/�i�f/�i�b2iXDbQMH]V
`2�/2` 4 MHBXLGA_2�/2`U#`2�FBM;nMHBnb`+n7BH2M�K2V

(j), 2tb 4 (UU2tXb2Mi2M+2R- 2tXb2Mi2M+2kV- 2tX;QH/nH�#2HV 7Q` 2t BM `2�/2`X`2�/UV)

(9), sni2binbi`- vni2bi 4 xBTU 2tbV

(8), KQ/2H 4 iQ`+?X?m#XHQ�/U^TviQ`+?f7�B`b2[^- ^`Q#2`i�XH�`;2XKMHB^V
n 4 KQ/2HX2p�HUV

lbBM; +�+?2 7QmM/ BM flb2`bf+;TQiibfX+�+?2fiQ`+?f?m#fTviQ`+?n7�B`b2[nK�bi2`

(e), sni2bi 4 (KQ/2HX2M+Q/2U 2tV 7Q` 2t BM sni2binbi`)

(d), T`2/nBM/B+2b 4 (KQ/2HXT`2/B+iU^KMHB^- 2tVX�`;K�tUV 7Q` 2t BM sni2bi)

(3), iQnbi` 4 &y, ^+QMi`�/B+iBQM^- R, ^M2mi`�H^- k, ^2Mi�BHK2Mi^'

(N), T`2/b 4 (iQnbi`(+XBi2KUV) 7Q` + BM T`2/nBM/B+2b)

(Ry), T`BMiU+H�bbB7B+�iBQMn`2TQ`iUvni2bi- T`2/bVV

T`2+BbBQM `2+�HH 7R@b+Q`2 bmTTQ`i

+QMi`�/B+iBQM yXNN yXNd yXN3 dRe9
2Mi�BHK2Mi yX3e RXyy yXNk N3k

M2mi`�H yXR8 yXR8 yXR8 9d

�++m`�+v yXNd 3RNj
K�+`Q �p; yXed yXdR yXe3 3RNj

r2B;?i2/ �p; yXNd yXNd yXNd 3RNj

R
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‘Stress test’ evaluation

Category Premise Relation Hypothesis

Antonyms I love the Cinderella
story.

contradicts I hate the Cinderella
story.

Numerical Tim has 350 pounds of
cement in 100, 50,
and 25 pound bags.

contradicts Tim has less than 750
pounds of cement in
100, 50, and 25 pound
bags.

Word overlap Possibly no other
country has had such
a turbulent history.

entails The country’s history
has been turbulent
and true is true

Negation Possibly no other
country has had such
a turbulent history.

entails The country’s history
has been turbulent
and false is not true
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‘Stress test’ evaluation

Category Examples

Antonym 1,561
Length Mismatch 9815
Negation 9,815
Numerical Reasoning 7,596
Spelling Error 35,421
Word Overlap 9,815
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‘Stress test’ evaluation

2345

Original Competence Test Distraction Test Noise Test
MultiNLI Word Length Spelling

System Dev Antonymy Numerical Overlap Negation Mismatch Error
Mat Mis Mat Mis Reasoning Mat Mis Mat Mis Mat Mis Mat Mis

NB 74.2 74.8 15.1 19.3 21.2 47.2 47.1 39.5 40.0 48.2 47.3 51.1 49.8
CH 73.7 72.8 11.6 9.3 30.3 58.3 58.4 52.4 52.2 63.7 65.0 68.3 69.1
RC 71.3 71.6 36.4 32.8 30.2 53.7 54.4 49.5 50.4 48.6 49.6 66.6 67.0
IS 70.3 70.6 14.4 10.2 28.8 50.0 50.2 46.8 46.6 58.7 59.4 58.3 59.4

BiLSTM 70.2 70.8 13.2 9.8 31.3 57.0 58.5 51.4 51.9 49.7 51.2 65.0 65.1
CBOW 63.5 64.2 6.3 3.6 30.3 53.6 55.6 43.7 44.2 48.0 49.3 60.3 60.6

Table 3: Classification accuracy (%) of state-of-the-art models on our constructed stress tests. Accuracies
shown on both genre-matched and mismatched categories for each stress set. For reference, random
baseline accuracy is 33%.

3.3 Noise Test Construction

This class consists of an adversarial example set which tests model robustness to spelling errors. Spelling
errors occur often in MultiNLI data, due to involvement of Turkers and noisy source text (Ghaeini et
al., 2018), which is problematic as some NLI systems rely heavily on word embeddings. Inspired by
Belinkov and Bisk (2017), we construct a stress test for “spelling errors” by performing two types of
perturbations on a word sampled randomly from the hypothesis: random swap of adjacent characters
within the word (for example, “I saw Tipper with him at teh movie.”), and random substitution of a single
alphabetical character with the character next to it on the English keyboard. For example, “Agencies have
been further restricted and given less choice in selecting contractimg methods”.

4 Experiments

4.1 Experimental Setup

We focus on the following sentence-encoder models, which achieve strong performance on MultiNLI:
Nie and Bansal (2017) (NB): This model uses a sentence encoder consisting of stacked BiLSTM-RNNs
with shortcut connections and fine-tuning of embeddings. It achieves the top non-ensemble result in the
RepEval-2017 shared task (Nangia et al., 2017).
Chen et al. (2017) (CH): This model also uses a sentence encoder consisting of stacked BiLSTM-RNNs
with shortcut connections. Additionally, it makes use of character-composition word embeddings
learned via CNNs, intra-sentence gated attention and ensembling to achieve the best overall result in the
RepEval-2017 shared task.
Balazs et al. (2017) (RiverCorners - RC): This model uses a single-layer BiLSTM with mean pooling
and intra-sentence attention.
Conneau et al. (2017) (InferSent - IS): This model uses a single-layer BiLSTM-RNN with max-
pooling. It is shown to learn robust universal sentence representations which transfer well across several
inference tasks.
We also set up two simple baseline models:
BiLSTM: The simple BiLSTM baseline model described by Nangia et al. (2017).
CBOW: A bag-of-words sentence representation from word embeddings.

4.2 Model Performance on Stress Tests

Table 3 shows the classification accuracy of all six models on our stress tests and the original MultiNLI
development set. We see that performance of all models drops across all stress tests. On competence
stress tests, no model is a clear winner, with RC and CH performing best on antonymy and numerical
reasoning respectively. On distraction tests, CH is the best-performing model, suggesting that their
gated-attention mechanism handles shallow word-level distractions to some extent. Interestingly, our
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Inoculation results

2174

Outcome 1 Outcome 2 Outcome 3

(a) Word Overlap (c) Spelling Errors (e) Numerical Reasoning

(b) Negation (d) Length Mismatch (f) Adversarial SQuAD

Figure 3: Inoculation by fine-tuning results. (a–e): NLI accuracy for the ESIM and decomposable attention (DA)
models. (f): Reading comprehension F1 scores for the BiDAF and QANet models.
Fine-tuning on a small number of word overlap (a) and negation (b) examples erases the performance gap (Outcome
1). Fine-tuning does not yield significant improvement on spelling errors (c) and length mismatch (d), but does not
degrade original performance either (Outcome 2). Fine-tuning on numerical reasoning (e) closes the gap entirely,
but also reduces performance on the original dataset (Outcome 3). On Adversarial SQuAD (f), around 60% of the
performance gap is closed after fine-tuning, though performance on the original dataset decreases (Outcome 3).
On each challenge dataset, we observe similar trends between different models.

produced by running each token through a charac-
ter bidirectional GRU (Cho et al., 2014).

Adversarial SQuAD Jia and Liang (2017) cre-
ated a challenge dataset for reading comprehen-
sion by appending automatically-generated dis-
tractor sentences to SQuAD passages. The ap-
pended distractor sentences are crafted to look
similar to the question while not contradicting the
correct answer or misleading humans (Figure 2).
The authors released model-independent Adver-
sarial SQuAD examples, which we analyze. For
our analysis, we use the BiDAF model (Seo et al.,
2017) and the QANet model (Yu et al., 2018).

3.2 Results
We refer to difference between a model’s pre-
inoculation performance on the original test set
and the challenge test set as the performance gap.

NLI Stress Tests Figure 3 presents NLI accu-
racy for the ESIM and DA models on the word
overlap, negation, spelling errors, length mis-

match and numerical reasoning challenge datasets
after fine-tuning on a varying number of challenge
examples.

For the word overlap and negation challenge
datasets, both ESIM and DA quickly close the
performance gap when fine-tuning (Outcome 1).
For instance, on both of the aforementioned chal-
lenge datasets, ESIM requires only 100 exam-
ples to close over 90% of the performance gap
while maintaining high performance on the orig-
inal dataset. Since these performance gaps are
closed after seeing a few challenge dataset exam-
ples (< 0.03% of the original MultiNLI training
dataset), these challenges are likely difficult be-
cause they exploit easily-recoverable gaps in the
models’ training dataset rather than highlighting
their inability to capture semantic phenomena.

In contrast, on spelling errors and length mis-
match, fine-tuning does not allow either model
to close a substantial portion of the performance
gap, while performance on the original dataset

(Dataset weakness) (Model weakness) (Dataset artifacts or other problem)
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Measuring human performance

Premise Relation Hypothesis

A turtle danced. entails A turtle moved.

turtle contradicts linguist

A photo of a race horse. ??? A photo of an athlete.

A chef using a barbecue. ??? A person using a machine.

Mitsubishi Motors Corp’s new
vehicle sales in the US fell 46
percent in June.

??? Mitsubishi’s sales rose 46
percent.
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The Turing Test

A machine’s behavior is intelligent if it can trick a human
interrogator into thinking it is human using only
conversation.
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People are bad at the Turing Test

Report from the first Turing Test (Shieber 1994)
Cynthia Clay, the Shakespeare aficionado, was thrice
misclassified as a computer. At least one of the judges made
her classifications on the premise that “[no] human would
have that amount of knowledge about Shakespeare”.

Turing Test event at the University of Reading [link]
“A computer program called Eugene Goostman, which
simulates a 13-year-old Ukrainian boy, is said to have passed
the Turing test”
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Somewhere between accuracy and Turing tests

1. Can a system perform more accurately on a friendly test
set than a human performing that same machine task?
(Standard)

2. Can a system behave systematically (even if it’s not
accurate)?

3. Can a system assess its own confidence – know when not
to make a prediction (Rajpurkar et al. 2018)?

4. Can a system make people happier and more
productive?

5. Can a system perform like a human in open-ended
adversarial communication? (Turing test)
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